Compact, digital pseudo-random number
generator
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A generd purpose, easy toimplement random number generator is
presented. It featuresan eight-bit word size, good Satitical
properties, and repestability of the generated sequence. This
circuit hasbeenincluded in the design of many projects, ranging
fromneura networksto cryptographic sysems.

Introduction: Many applications require the redlization of a
random number generator featuring some desirable properties
[1]; often such a device is at the very heart of a system.
Examples of applications in the electronic field include
cryptography, for which the period length serves as a
minimum protection versus brute force attacks, and
initialization of parameters for training of neural networks. We
require that the system generates a sequence of numbers
featuring good statistical properties, i.e. as uniform as
possible. In the case of cryptography reproducibility is also
crucial; in general, when the system requires a repeatable
sequence, a pseudo random sequence is needed, that is, a
sequence generated by a single number (the seed) by a chaotic
process simulating randomness, as opposed to real noise
generators. We would like to obtain the longest possible period
before the repetition of the sequence. Moreover, when the
generator algorithm is planned to be trandated into hardware,
the preference will be for the simplest circuit.

The proposed scheme features a good statistical behavior,
easy scalability to increase the length of the period, very
simple realization with digital hardware, and the ability to
produce also the zero value as part of the output sequence,
thus implementing a random variable with values in [0, 255)
as often assumed by applications, without requiring additional
computations that would reduce the compactness of the
circuit.

Pseudo-Random Number Generators. The proposed generator
is based on the model of linear recursive generation (LRG)
[2], particularly well-suited for hardware implementation. The
basic building block is a shift register. The method of LRG is
based on a linear recursive sequence of bits, given by the
following definition:
Xk = C1Xk,1 + szkfz + ...+ CpXk,p

where X, is the k-th bit of the generated sequence, and the p

coefficients C, are binary constants which determine the

behavior of the generator. The linear recursive sequence is
initialized with a set of pvalues{ Xy, ..., X, }. Thefirst p-1
constants C; take on values in { 0,1} and C, = 1.

Since the next bit X, depends only on the past p bits, the

maximum period n we can hope to achieve will be n=2P - 1.
There holds the following [1]:

Theorem. The period n has its maximum possible value 2° - 1
if and only if the polynomial

f(X)=1+Cx+Cx¥+ ... +CX
is prime on the field of the polynomials with coefficients in
{1,0}.

A desirable property of the sequence generated by such a set
of coefficients is that it is statistically balanced (it averages to
1/2: SX/n = 1/2).The circuit implementation of such a simple
generator is straightforward, and it is shown in Fig. 1. It
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involves only a shift register and an exclusive-or computing
the sum of the p bits C; X, ; ... cpxk_p.
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Fig.1 Linear recursive generator.
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This basic scheme, producing a single bit stream with
pseudo-random behavior, can be used to build up a generator
for a stream of multi-bit words. If a word length of b bits is
required, the first b bits of the shift register can be used (if b <
p), or another shift register of appropriate length can be
appended to the output of the single-bit circuit to accumulate
enough bitsto form a complete word. In either case, the period

of the sequence is reduced to (2P — 1)/b words. A better
generator can be designed using b parallel LRG. A shift matrix
Cij is obtained by considering the b rows of p shift coefficients

each. It can be shown that the period of this circuit is still 2P-1
if the shift matrix has full rank. The drawback is a more
complex realization.

Usually the full period of 255 is not sufficient for most of
the realizations, even for those requiring 8-bit words. Hence
the basic LRG should be improved by making its period
longer. It is not very difficult to obtain such a goal, but we
must be cautious when doing this because of the important
requisite of statistical uniformity of the sequence; in the
random processes terminology, the sequence should have an
impulsive autocorrelation. In designing the generator we
should also take into account the actual word size b required.
In fact, some schemes are better behaving, if analyzed from a
statistical standpoint, when realized with a larger number of
bits. In general it is harder to design a generator with good
independence properties for a smaller word size. For those
reasons, once a generator has been designed, it is a good
practice to simulate it in software and to analyze its output
with a statistical independence test, like the standard Chi-
Squared test.
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Fig.2 The proposed circuit.

Implementation: The circuit is shown in Fig. 2. It is based on
the idea of combining two generator blocks in such a way that
their periods interact to form the longest possible combination.
This means that if the two blocks have periods n; and n,
respectively, we wish the combination to yield a period of
n=mn,. This property can be achieved when the two periods
are mutually prime.
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Thefirst block isa LRG with 9 bits, initialized with an 8-bit
seed. The last bit is loaded with a fixed value (selected at
design time). The period isthus 2°-1=511.

If the constant initialization bit is set to 1, the generated
sequence includes also the value 0O, that is consequently a
legitimate value for the seed. This property may be required,
for instance, in those applications in which the seed is user-
selectable, and thus it cannot be guaranteed that a particular
value will never be introduced.

The second block does not need to be another pseudo-
random generator, but only an element introducing a de-
correlation among the successive bits of the sequence; for this
purpose it is sufficient to provide an 8-bit counter, with period
256. Since 511 and 256 are mutually prime, the global period
of the generator amounts to 256-511 = 130816.

The initialization is made through two 8-bit words, one to
set up the counter and the other to provide a seed for the LRG.

The standard c? test yielded good results about the
uniformity of the sequence. The ¢? parameter remained within
the acceptable limits for most of the sequences, generated with
different seeds.

Concluding remarks. The proposed circuit has been used in the
design of many projects currently under development. Some
examples include the VLSI implementation of a Vector
Quantization neural network (Plastic Neural Gas [3]),
requiring a set of initial random values for training, and a
hardware cryptographic system implementing a scaleable
fractal algorithm. A more thorough validation of the statistical
properties of the sequence is needed, especially for the
cryptographic application; however, the selection of a
theoretically sound and practically useful testing method is
still an open problem.

The proposed circuit is especially well-suited for
applications requiring a compact circuit for generating random
sequences, as in digital realizations of distributed computing
applications [4].
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