An encoder for vector quantization neural networks
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Abstract— Large—scale parallelism and analog computa-
tion are exploited to obtain a neural module, suitable for
both functioning and training, since appropriate signal lines
are provided. The VQ encoder is self-contained and there-
fore can be embedded into any system, either analog or
digital. It iinplements efficiently the vector matching op-
erations, therefore it can be exploited in systems based on
any vector quantization algorithm, with good throughput.

I. INTRODUCTION

Vector quantization circuits are at the heart of many
neural systemns (those based on “competitive” algorithms,
including Kohonen’s SOMs [1], the Neural Gas model by
Martinetz et al. [2], and many more). Digital architec-
tures are usually adopted when implementing vector quan-
tization. However, some operations are best implemented
in a highly parallel analog system, since they require a
high number of non-interacting, simple processing steps.
A typical instance of this class of operations is the distance
computation and matching in nearest-neighbor-based al-
gorithms, such as vector quantization.

This paper presents an alternate approach exploiting
analog VLSI. The relatively small number of components
needed to implement the distance and matching functions
make it possible to obtain a good level of parallelism.
Modular design allows the resulting circuit to be exploited
in a highly scaleable chipset, such that the number of neu-
rons can be incremented by simple addition of new chips,
while the throughput keeps constant and independent of
the number of neurons.

I[I. VECTOR-QUANTIZATION NEURAL NETWORKS

Neural models based on vector quantization are usu-
ally represented by a collection of reference vectors (or
prototypes), such that each neuron stores one prototype.
The neurons enter a competition to select which one is
the nearest to the input vector; the “winner” remains on,
while the other neurons are shut off. The output is en-
coded by the position of the winner. Accordingly, the vec-
tor quantizer replicates several instances of the following
sub-blocks: computation of distance between two vectors;
selection of the nearest neighbor; memory for prototype
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vector.

The first two blocks are realized in analog VLSI, pay-
ing special attention to two parameters: constant opera-
tion with respect to circuit parameters and environmental
conditions, and simple configuration. The third block is
based on a digital RAM, permanently storing the neuron
components. The digital values refresh analog local rep-
resentations of the neuron components, used to actually
perform the distance computations. The paper describes
in more detail the circuital realization of these modules.

The overall scheme involves an array of neurons, each
implemented by a set of values (the vector components)
and a distance computation block. All neurons compute
their distance from the input vector in parallel. Then, the
distances enter the best-match block (or winner-take-all)
which yields the circuit output.

At the time of writing, the chip 1s being produced in a
configuration composed of 40 neurons with 16 inputs each.
The size of the chip is about 2mm by 2mm.

I111. THE VECTOR-DISTANCE SUBSYSTEM

The distance computation implements the following op-
eration:
k
d= z(m, — wl( ))2
i

where ; is the i-th component of the input vector and w;
the corresponding component of the k-th reference vector,
corresponding to the k-th neuron. The circuit reads z; as
a voltage levels. This ensures easy interfacing with other
circuits. However, its output is in the current form, so
that the operation of summation is straightforward and is
obtained by simple wiring. Each component is processed
by a circuit that computes a squared difference, shown in
Figure 1. The standard Gilbert configuration has been
discarded, since its wide-range version implies a higher
number of transistors.

This scheme yields the desired output plus an addi-
tive term which is compensated for by the subcircuit
M7...M9. However, we choose not to eliminate com-
pletely the additive constant, because it is useful for bias-
ing the subsequent block.
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Fig. 1. Diagram of the square—of-difference circuit.

IV. THE BEST-MATCH SUBSYSTEM

There are many approaches to the competition function,
or WTA, which is here used to select the best—matching
codevector. The scheme adopted in the present work [3]
is based on the model by Lazzaro et al. [4], which is the
most well-known although many other exist. The scheme
by Lazzaro et al. is simple and smart, requiring only two
transistors per input branch. Many drawbacks of the orig-
inal circuit have been here compensated for, resulting in a
circuit that is a bit more complex but behaves as required.

This configuration may suffer from a reduced resolution
(sensitivity to differences in input currents). Moreover, a
large number of input branches causes interaction, and
the circuit fails to work properly. The input impedance is
quite large. If the input current is generated by a current
mirror, this generates excessive voltage variations, with
loss of accuracy of the mirror. Other shortcomings of this
scheme are not relevant for the present application, so
they should not be taken into account. An example is the
constant current consumption, which is negligible when
compared to the whole chip since it grows as the number
of neurons, not as the number of weights.

The schematic of the circuit adopted is shown in Fig-
ure 3. To achieve a better input impedance it is suffi-
cient to modify the operating point of M1 [4][5], which
amounts to adding a bias current to the input. This
is obtained by a proper sizing of the output stage of
each square-of-difference block, such that, with zero in-
put, their sum yields the required bias current (around
901A). To improve the performance of the current-mode
input, we adopt a cascoded current-mirror configuration
(Figure 3: M5-M7).

The new operating point causes the transistors to oper-
ate in a linear fashion, without changing operating zone.
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Fig. 2. Basic circuit for the minimum-selection function.

As a result, the common node presents voltage variations
proportional to the winning current variations: Vgu¢ =
R Lyinner- Therefore, these variations can simply be read
at the output (through subcircuit M18-M19). The pro-
portionality coefficient is quite constant and reasonably
insensitive to parameter variations [3]. The linear output
allows the use of the vector quantizer in on—line adaptive
circuits, since the neural updating rules always involve this
quantity. Moreover, 1t allows comparison of the output of
several similar circuits, which allows parallel operation by
means of a single, additional WTA chip to process all out-
puts.

The circuit configuration shown in Figure 2 illustrates
the principle of minimum selection. Because of the p-
channel MOS M2, this configuration enhances the current
on the branch with minimum input: the minimum in-
put current causes the minimum drain-source voltage of
M1 (Early effect), which in turn causes an increase of the
drain-source voltage of M2. From now on, the behavior is
perfectly dual to that of the standard configuration. This
circuit section can be identified with M5-M7 in Figure 3.

Since this configuration is not guaranteed to possess
a feasible set of operating conditions (compatible with
the desired operation), it is necessary to relax some con-
straints by allowing the common node voltage and the out-
put of each branch to be different. This is done through
a level-shifter. The voltage difference (1.5V) is easily
achieved. However, a simple source-follower is not suf-
ficient for reasons of speed, as a frequency analysis points
out. Consequently, the level shifter is somewhat more
complex (Figure 3: M8-M11). This helps overcoming the
effects of the long capacitive structure implementing the
common node in the scheme, without need for a buffer.

Finally, M12-M17 implement a current comparator to
convert the 1-out-of-n current output into a digital voltage
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Fig. 3. Complete schematic of the competition and selection circuit.

level.

The digital memory is interfaced with the system by
an analog bus driven by an array of digital-to~analog
converters. There 1s a converter for each group of com-
ponents, and the array is multiplexed over the neurons.
The refresh circuitry makes use of dummy transistors [6]
to avoid leakage in the commutation phase. This allows
a longer refresh periodicity (more than 1ms) and conse-
quently a smaller percentage of idle time for each neuron.

V. THE MEMORIZATION SUBSYSTEM

The analog memory is realized according to the simple
principle of sample-and-hold. Therefore it requires an ac-
curate sizing to minimize the undesired effects of the sim-
ple configuration and achieve maximum precision. The
principal effects to be taken into account are the static
charge loss through switches (leakage currents) and the
dynamic charge injection (clock feed-through).

The capacitor is implemented with a simple nMOS with
source and drain connected together. The capacity is
therefore Cgs. This simple approach yields a better lin-
earity when compared with the double-poly solution (not
available in the technology adopted). The capacity could
be integrated in the distance computation block, but this
results in an unbalanced structure, implying asymmetric
behaviour.

To estimate the capacitor size required for at least
2-3 pF, a rough computation yields at least (W/L)
(404/404), quite a large area.

To optimize the memory system performance, it is nec-
essary to focus on the realization of the analog switch.
The central point is to compensate for clock feed-through
[7][8][9]. CFT is caused by presence of charge in the non-
ideal switch, the pass transistor, which is a MOS device
with its own channel. This charge combines with the
stored charge on the capacitor, altering its value. This
effect 1s compensated for by a design including dummy
switches [6], shown in Figure 4. A dummy switch, added
in parallel to the actual switch and driven by a reversed
clock, has no effect on the switch function, but contributes
to the charge injection mechanism attenuating the CFT
effect.

V1. AUXILIARY COMPONENTS

The control system for memory addressing and the out-
put encoding are digital subsystems. They are custom-
built using precharged logic technology. This choice helps
avoiding an excessive power dissipation and the deep level
hierarchy featured by static schemes. The speed perfor-
mances are not reduced, however, since the speed of the
system result from parallel operation, not from high clock
frequency; moreover, the various processing phases are
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Fig. 4. Layout of devices in the analog memory.

pipelined for better efficiency.

The output encoding translates the l-out-of-64 code
of the competition block into a 6-bit digital word. The
precharged NOR logic would yield an inverted output.
This is avoided by placing inverters at the end of the six
lines, which also serve as output buffers (necessary in any
case).

The analog output pin (value of the winner) is driven
through a buffer amplifier. The amplifier standard cells
available in CAD software libraries are not adequate, since
they are oversized with respect to the needs of this project.
Therefore an original circuit has been designed. The em-
phasis has been focused on minimizing offset, to ensure a
good linearity of the analog signal (required to maintain
the necessary precision).

The output buffer amplifier is a wide-range opera-
tional transconductance amplifier [10]{11}], with a cascode-
configured output stage. In the present case, the OTA
scheme is more appropriate than the simpler Miller con-
figuration, where the load to be driven features large ca-
pacitive components. At working frequencies (for instance
10Mhz) the Miller scheme cannot drive capacitive loads
larger than about 10-15pF. The wide-range configuration
helps in obtaining a linear respones even at the extremes
of the output signal range.

The biasing components for the whole circuit are real-
ized using the “resistive interpolation biasing” technique
{12], which compensates for variations in parameters due
to the extension of long biasing structures across the chip.
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