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ABSTRACT

We present a method for the restoration of astronomical images obtained with Adaptive Optics (AO) systems. In order to maximize the scientific return from AO data and, in general, from the data of the next generation telescopes, we developed a restoration method based on deconvolution for the de-blurring of images degraded by a spatially variable PSF. The deconvolution method is based on a partition of the image domain in partially overlapping sub-domains where the PSF can be assumed to be space invariant. The software, called Patch, is written in IDL language and is freely distributed to the community. Here we report a general description of the method and of its graphical interface. The potentiality of the Software Patch have been tested on two completely different astrophysical scenarios: a crowded stellar field and an extended galaxy. Despite the very conservative assumptions made on the Point Spread Function (assumed to be strongly variable across the field of view), we obtained good results in terms of image reconstruction both for the stellar (point-like) case and for the extended galaxy.
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1. INTRODUCTION

The future 40 meter class telescopes (E-ELT,\textsuperscript{1} TMT,\textsuperscript{2} GMT\textsuperscript{3}) require AO to fully achieve their scientific goals. However, while the AO systems correct atmospheric turbulence in real time increasing the energy concentration of the Point Spread Function (PSF), they introduce a spatial variation of the PSF itself across the field of view.

To achieve a more uniform correction on a larger Field of View (FoV), a new technique called Multi-Conjugate Adaptive Optics (MCAO) has been developed.\textsuperscript{4} This technique has been already demonstrated on sky by MAD\textsuperscript{5} on the VLT and by GeMS\textsuperscript{6} on Gemini and it has been planned for the future E-ELT\textsuperscript{7}. However, to exploit the full power of MCAO the residual PSF variations across the field have to be considered and modeled anyway. The MCAO systems are relatively rare in the present telescopes, but they will be the ordinary systems in the next generation telescopes (like the E-ELT and the TMT).

In order to maximize the scientific return from AO data and, in general, from the data of next generation telescopes, we developed a restoration method based on deconvolution for the de-blurring of images degraded by a spatially variable PSF.

An accurate correction of the AO PSF spatial dependence is in fact a fundamental issue in presence of extended objects where a variable blur across the imaged field makes it difficult to perform accurate morphological studies. The implementation of image restoration is also interesting when applied to crowded stellar fields like globular clusters, where a drastic reduction of the crowding effect can be achieved, leading to very interesting improvements also in resolved stellar populations science.

The deconvolution method is based on a partition of the image domain in partially overlapping sub-domains where the PSF can be assumed to be approximately space invariant. In each sub-domain the deconvolution is
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performed by means of an efficient method also providing boundary effect correction. The complete deconvolved image is obtained as a mosaic of the results in non-overlapping sub-domains.

In this paper we report a description of the new deconvolution method, including a description of the Graphical User Interface and the results obtained applying this method on two completely different astrophysical scenarios: a crowded stellar field and an extended galaxy.

2. METHOD AND SOFTWARE PATCH

In this section we briefly describe the software, that we called ‘Patch’, and the method used by the software for space-variant deconvolution.

2.1 General introduction

The method we use was recently proposed by some of the authors of this paper and is based on the \textit{sectioning approach} introduced by several authors. The novelty with respect to the previous versions of this method is the use of a simple and natural approach for accurate boundary effect correction and of an efficient deconvolution method.

The method is based on the assumption that the space-variant PSF is smoothly varying over the FoV so that it can be represented by space invariant PSFs over suitable sub-domains (also called patches). Therefore the starting point is a set of \( K \times K \) samples of the PSF, with centers in points \( n_1, n_2, \ldots, n_{k^2} \) of the image domain. If these points form a suitable uniform grid, then the image domain can be partitioned into \( K \times K \) non-overlapping sub-domains, one for each PSF. If standard deconvolution methods are applied to these domains, then the results are affected by boundary effects due both to discontinuities at the boundary introduced by the periodic continuation intrinsic in FFT and to the variation of the PSFs in the adjacent domains. In order to reduce these effects, one first extends the sub domains in order to obtain an overlapping of the adjacent ones, this overlapping being mainly controlled by the extent of the PSFs. Next suitable methods for the reduction of boundary effects in image deconvolution must be used.

The Software Patch is written in IDL, it is made of the main routine (\texttt{patch.pro}) and of several sub-routines contained in a library. Patch can be used directly from its Graphical User Interface (GUI), described in the following section, as well as from the IDL’s prompt. In the latter mode, a set of parameters previously prepared (and saved as a ’sav’ file) is provided as optional input of the starting command of the software. A Readme.txt file and an online Tutorial are provided together with the package.

As mentioned above, the input of the method and therefore of the software is the image (including the background) to be deconvolved and a set of PSFs, as well as other information such as the sky background, the read-out noise and gain of the CCD.

2.2 The Graphical User Interface

The GUI of Patch is organized in three tabs (or panels), each one for a specific task: input, deconvolution, and output. In the following figures, we show some screenshots representing the reconstruction of a simulated image of Hubble Space Telescope (HST) before COSTAR correction. A complete analysis of the results of this reconstruction can be found in a forthcoming paper.

- **Input** - In this panel the user can load both the input image and the set of PSFs as FITS files. The loaded image is shown in the graphical area and some options are available on a pop-up menu: zoom, scale and colormap can be changed for a more comfortable visualization. Then the user can choose the number of sub-domains that must be the same number of the input PSFs, i.e. \( K \times K \). At this point the overlap value of adjacent domains can be chosen. Even if a further overlap will be automatically added by the software, we suggest to use here a positive number (depending on the PSF extension). More details on the overlap are described in the forthcoming paper. Finally, the PSFs can be loaded on the GUI. Both a cube of PSFs

\*obtained via anonymous ftp from ftp.stsci.edu in the directory
/software/tables/testdata/restore/sims/starcluster/
(containing in a unique file) and a set of different files can be uploaded. In the latter case, the filenames must agree with the numbering of the sub-domains (first sub-domain is labelled with 0 and corresponds to the lower-left one on the image. Then numbers grow first to right and then to top).

- **Deconvolution** - In the second panel, the user must set all the deconvolution parameters and can start deconvolution process. Information such as sky background and CCD camera are set on the left part of this panel. Then, the user can choose between two different deconvolution methods: the well known Richardson-Lucy (RL)\textsuperscript{14,15} and the Scaled Gradient Projection (SGP)\textsuperscript{16}. With the assumption of Poisson statistics for the data\textsuperscript{17}, the two deconvolution methods consist in the minimization of the so-called data-fidelity function (or Kullback-Leibler divergence) given by

\[
J_0(f) = \sum_{m \in S} \left\{ g(m) \log \left( \frac{g(m)}{(K \ast f + b)(m)} \right) + (K \ast f + b)(m) - g(m) \right\},
\]

where \( g \) is the piece of the image corresponding to the current sub-domain, \( b \) is the estimation of the sky background that must not have been subtracted from the image, \( f \) is the unknown object, and \( K \) is the PSF of the current sub-domain (as mentioned before, the deconvolution is performed in each sub-domain).

Both methods are extended with the boundary effect correction\textsuperscript{18,19}. The two algorithms are iterative and, except in the case of point-wise objects, early stopping of the iterations is required for obtaining sensible solutions of the restoration problem. Four stopping rules are available for the SGP algorithm, as shown in the following table. The stopping rule #1 is also available for the RL method.

<table>
<thead>
<tr>
<th>Name</th>
<th>Stopping rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1: iter &gt; MAX ITER</td>
<td>if ((k &gt; \text{MAX ITER})) then stop the iterations</td>
</tr>
<tr>
<td>#2: distance of successive iterations</td>
<td>( | f^{(k)} - f^{(k-1)} | &lt; \tau \ast | f^{(k)} | ) OR #1</td>
</tr>
<tr>
<td>#3: data-fidelity function</td>
<td>(</td>
</tr>
<tr>
<td>#4: discrepancy principle</td>
<td>( \frac{2}{N}J_0(f^{(k)}) &lt; \tau ) OR #1</td>
</tr>
</tbody>
</table>

In the table, \( f^{(k)} \) is the reconstructed object at \( k \)-th iteration, \( J_0(f^{(k)}) \) is the data-fidelity function defined in Eq. 1, \( N \) is the total number of pixels of \( f \), and \( \tau \) is a user-defined tolerance of the stopping rules #2-#4. Choose #3 in order to push the algorithm to convergence. In the case of #4, called Discrepancy principle, \( \tau \) should be a given number close to 1. More information can be found in Bertero et al. (2010)\textsuperscript{20}.

Finally, a maximum number of iterations must be chosen in order to avoid infinite loop of the selected algorithm. This number can be the same for each sub-domain or can be chosen in different ways. In Fig. 2 we show the complete set of parameters for the mentioned example.

By pressing the big button “run deconvolution”, the algorithm is launched and the program waits for its end. A message printed in the IDL prompt informs the user when a sub-domain is done and the following begins the deconvolution (the elapsed time is also shown). Depending on the working dimensions, on the number of sub-domains, and, above all, on the computer, it might take from a few seconds to several minutes to obtain the final result. A mosaic of the reconstructed sub-domains forms the output image.

- **Output** - In the last part of the GUI the results of the deconvolution process are displayed and saved. The reconstructed object can be shown (the same visualization options of the input panel are also available here) and saved as a FITS file. The header of the file can be shown and is updated with all the information gathered on the GUI (and possibly useful in further analysis). The so-called residual map can be also shown and saved (as FITS file again). The residual map, defined by

\[
R(f^{(k)}) = \frac{g - (K \ast f^{(k)} + b)}{\sqrt{K \ast f^{(k)} + b}},
\]

contains statistical information about the reconstructed object and its histogram can be also shown. A “perfect” reconstruction should have a mean value equal to zero and variance equal to 1. In Fig. 3 we show the last part of the GUI, that concludes the reconstruction process.
All the parameters set in the GUI can be saved within an IDL’s “.sav” file and can be used later, reloading them for a new deconvolution of the same data, or for an “offline” deconvolution, as mentioned above. This can be useful, for example, in a remote use of IDL/Patch or in a multiple execution of different deconvolutions on the same machine. In this case, supposing to have already set the parameters (and stored in a file “mytest.sav”), the deconvolution can be executed by entering the following command at the IDL prompt:

PATCH > patch, ‘mytest.sav’

A menu and a button bar complete the GUI. A tutorial is available online through the Help menu and button.

2.3 Availability of the code

The Software Patch is freely distributed and can be downloaded from the software section of the website:

http://www.airyproject.eu

3. APPLICATION TO SCIENCE CASES

AO data are often characterized by complex PSF, sometimes strongly variable across the FoV. This spacial variability is particularly evident when the AO system uses only one reference star for the atmospheric turbulence measurement. In this panorama, AO images offer an interesting test-bench for the proposed deconvolution method. In literature, other authors\textsuperscript{21,22} propose the space-variant deconvolution as a necessary tool for the exploitation of AO corrected images.

The potentiality of the Software Patch has been tested using simulated images of two completely different astrophysical scenarios: point-like sources in a crowded stellar field and an extended extragalactic source. During our data reduction, we considered different PSF grids relative to an increasing number of sub-domains (from $3 \times 3$ to $15 \times 15$) in order to trace the dependency of the reconstruction goodness on the PSF knowledge.

In the next sections we describe how the images have been simulated, the PSF models used (both in terms of shape and space-variance) and the results obtained on point-like and extended sources.
3.1 Image simulation and PSF model

As first step, we simulated to acquire our frames through a 8.2 meters telescope, equipped with a Single Conjugate AO system. The instrumental parameters that we adopted are very similar to the characteristics of the PISCES Infrared Camera with the Large Binocular Telescope Adaptive Optics System\(^2\). We used a Read-out noise of \(20 \ e^-\) (considering a gain = \(1 \ e^-/ADU\)), a 60% Quantum Efficiency in \(J\) band and a dark current of \(\sim 0.1 \ e^-/sec\). We considered a \(1024 \times 1024\) pixels detector with a pixel scale of \(0.02\)”/pixel, corresponding to a field of view (FoV) of \(\sim 21.5 \times 21.5\) arcsec. Both the science cases were simulated in the \(J\) filter, having central wavelength \(= 1.27\)\(\mu\)m. We assumed the near-IR sky background measured at Mount Graham\(^2\) (\(\sim 15.8\) mag in \(J\) band).

The number of individual frames and their exposure times have been adapted in order to reach an acceptable SNR avoiding saturation of any star. The total exposition time has been set equal to 1 hour for the stellar case and 3 hours for the extragalactic case. Details about the two science cases are reported in the next dedicated Sections (3.2 and 3.3).

At a first approximation, the SCAO residual PSF can be modeled as the combination of different analytical components such as Airy disks, Moffat 2D, Lorentzian or Gaussian 2D functions + numerical residuals\(^2\). In order to simulate images with a continuous space-variant PSF, we adopted a pure analytical model. In this way, it is possible to describe the variation of each PSF parameter across the FoV. The adopted model is the combination of two main components: a \textit{diffraction limited core} and a \textit{seeing limited halo}. The AO correction is in fact only partial and does not provide a full compensation for the atmospheric turbulence, causing part of the source flux to remain in a ‘non-corrected’ larger halo. Each component is described by a Moffat 2D function. A deeper description of the adopted model is reported in the following:

- **Diffraction limited Core**: Moffat with a radial variation with respect to the Guide Star (GS) direction. The Moffat rotation angle depends on the GS position in the field, in order to reproduce the typical SCAO
Figure 3. Software Patch - GUI - In the third panel the reconstructed object and the statistical information on the results can be visualized and saved on FITS files.

Figure 4. Left panel: Variation of the Moffat Core component half-light radii in $J$ band across the FoV with respect to the GS distance in arcseconds. The continuous line refer to the elongated half-light radii, i.e. the one pointing toward the GS (positioned at coordinates [0,0]). The dashed line refer to the non-elongated radius, i.e. pointing in the direction orthogonal to the elongation direction. The non-elongated radius have been considered constants in this simplified model. Right panel: Variation with respect to the GS distance of the relative Flux contained in each of the two PSF components: Core (continuous lines) + Halo (dashed lines).
Figure 5. Two different regions of the simulated images representing the stellar field. Left panel: a ∼ 6 arcsec\(^2\) sub-image located close to the bottom left corner, i.e. close to the guide star. Right panel: a ∼ 6 arcsec\(^2\) sub-image located at a distance of 15″.

 elongation pattern pointing toward the GS. As shown in left panel of Fig. 4, the elongated half-light radius is variable across the FoV and its variation is described by a second degree polynomial function of the GS distance. The half-light radius pointing orthogonally to this direction has been considered constant and close to the diffraction limit.

• Seeing Halo: round Moffat (no elongation). The radius of this component has been set in order to reproduce a seeing disk of ∼ 0.6″ in \(J\) band. Being the total flux of the PSF model normalized to unitary volume, the only variable parameter in the FoV is the relative flux \(F_{\text{Halo}} = 1 - F_{\text{Core}}\), where \(F_{\text{Core}}\) is the relative flux contained in the Core component. The Halo component contains the signal due to the residual non corrected atmospheric aberrations and, therefore, its relative flux grows with the GS distance following a second order polynomial trend (Fig. 4, right panel).

For both the science cases, we placed the GS in the bottom left corner, just outside the FoV (pixel coordinates [0,0]). This choice allows us to maximize the PSF variation across a moderate FoV. In the same philosophy of enhancing the PFS variation, is the choice of a relative small isoplanatic angle of \(\theta_0 \sim 15″\) in \(J\) band, leading to a maximum Strehl Ratio < 15% that rapidly decrease with the distance from the GS, reaching values close to zero at the image corner opposite to the GS.

The simulation of the AO corrected image is then the convolution of the true object with the local PSF + an additive zero mean random noise. In the case of the stellar field, the true object is represented by a set of simple delta-function sources weighted for their flux and with no noise. In the case of the Extragalactic field, we used a real high resolution image of a galaxy at \(z \sim 0.1\) obtained with HST.

3.2 Stellar (point-like) sources

We have simulated the observation of an external region of a 12 Giga-years old Galactic Globular Cluster (distance = 10 kpc). The selected region, containing ∼ 2800 stars having \(J \leq 25\) mag, is located at a distance of ∼ 128″ (= 6.2 pc) from cluster center. The main parameters (magnitudes and colors) of the population forming the cluster have been drawn from theoretical models\(^\text{26}\) and the positions of the synthetic member stars have been computed from N-body realizations of an equilibrium King model. Fig. 5 shows two different regions of the simulated stellar field: the first one, close to the GS (left panel), presents round and peaked sources; the second one (right panel), located on the other side of the field, at a distance of about 15″ from the GS, presents evidently elongated sources. In both sub-images it is easy to recognize the two Moffat components of the PSF: the variable diffraction limited core (with elongation pattern pointing toward the GS) and the constant seeing.
limited halo that surrounds all the sources. Because of its simplicity, the stellar case represents an interesting test-bench for the space-variant deconvolution algorithm. It permits to make an analysis on the reconstructed images depending on the PSF knowledge accuracy (i.e. on the density of the PSF grid) simply counting the sources in the object and in the reconstructed image.

We have run Patch on the simulated image using different PSF grids. In particular we gave as input to the program the PSFs at the center of $3 \times 3$, $5 \times 5$, $9 \times 9$ and $15 \times 15$ sub-domains. The central PSF of each sub-domain has been computed using the same analytical model that we used for the image simulation. Fig. 6 shows the result of the deconvolution in the same image regions shown in Fig. 5 when a grid of $15 \times 15$ PSFs is used. It is apparent that the reconstructed sources look similar to delta-functions and that the crowding effect due to the large amount of signal contained in the extended halos is disappeared. We recall that, by definition, the background of the reconstructed image is = 0. Aperture photometry can be therefore performed even in presence of highly crowded fields and using relatively small apertures (few pixels). The sources in the right panel, that refers to the image region more affected by the elongated PSF shape, still presents a slight elongation in the direction of the GS position, especially at the sub-image edge. This is due to the PSF grid discretization, i.e. to the mismatch between the local PSF and the PSF at the sub-domain center. This residual elongation is anyway restrained (2-3 pixels) and can be easily contained in a small aperture.

After deconvolution algorithm has been applied, the restored image may include apparent artifacts such as dotting, striping or ringing. The artifacts are spurious deconvolution products and can be caused by different factors, like noise spikes or non-perfect knowledge of the PSF. Part of them can be identified simply defining a threshold map in the space of the reconstructed image. This map can be computed by dividing the noise map of the image before deconvolution by the maximum of the local normalized PSF. This number represents, point by point, the flux of the sources at the detection limit in the image space. All the pixels in the reconstructed image having a value lower than $n \times$ threshold (with $n=1, 2, 3...$ depending on the desired confidence level) can be therefore labeled as ‘non-detectable’, and so, artifacts. The remaining artifacts are not distinguishable from the real sources. When more than an image is available, a match between different catalogues can filter out all the remaining spurious objects. In general, a good recipe to reduce as much as possible the number of artifacts is to choose an appropriate number of iterations and sub-domains and to try to extract the best possible PSF in each sub-domain.

In order to quantify how many sources have been reconstructed by the deconvolution process, we have analyzed the reconstructed image in a small region around the input sources coordinates, independently of their magnitude (no detection has been performed). We want to remark that the input sources coordinates are not integer pixel multiples, and so the resulting quasi-delta-functions are spread on more than 1 pixel. Table 1 collects...
Table 1. Percentage of lost sources in the reconstructed image within a certain aperture. The percentage refer to the total number of stars contained in the input list (2800) including the faintest ones.

<table>
<thead>
<tr>
<th>Number of sub-domains</th>
<th>Lost objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 × 3</td>
<td>23%</td>
</tr>
<tr>
<td>5 × 5</td>
<td>17%</td>
</tr>
<tr>
<td>9 × 9</td>
<td>13%</td>
</tr>
<tr>
<td>15 × 15</td>
<td>12%</td>
</tr>
</tbody>
</table>

Table 2. 50% and 80% completeness when considering all the reconstructed stars after deconvolution. The symbol ‘−’ is reported when the completeness is always higher. The magnitude bin we considered is 0.1 mag. The faintest star of the input catalogue has a $J$ magnitude of 25.035.

<table>
<thead>
<tr>
<th>Number of sub-domains</th>
<th>Completeness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50%</td>
</tr>
<tr>
<td>3 × 3</td>
<td>24.74 mag</td>
</tr>
<tr>
<td>5 × 5</td>
<td>24.95 mag</td>
</tr>
<tr>
<td>9 × 9</td>
<td>−</td>
</tr>
<tr>
<td>15 × 15</td>
<td>−</td>
</tr>
</tbody>
</table>

The percentages of objects that 'disappear' in the reconstructed image and that cannot therefore be detected. In this table we defined 'lost' a star when the total counts within a certain aperture in the reconstructed image is $= 0$. For this purpose we considered a 3 pixels diameter aperture.

Another interesting number is represented by the photometric depth at which the 50% or the 80% of the input objects at that magnitude are 'detected'. These values for the analyzed cases are reported in Table 2. This Table confirms the fact that the lost stars of Table 1 are mainly faint stars. The photometric accuracy of the reconstructed sources varying the number of sub-domains is shown in Fig. 7. The photometric error has been computed comparing the true magnitude of the detected stars, with the one measured from the reconstructed image. As already mentioned, we performed a simple aperture photometry with relative small apertures. The aperture diameters have been set different for each case, being the residual elongation of the sources dependent on the PSF approximation. The aperture diameters we adopted are 13, 11, 7 and 5 pixels from the widest to the finest PSF grid step. Fig. 7 shows clearly an improvement of the reconstruction accuracy in terms of flux with the knowledge of the PSF. It is also apparent that the 9 × 9 and the 15 × 15 cases are almost equivalent in terms of number of retrieved objects and photometric accuracy. We have investigated this apparent saturation of the PSF knowledge repeating the experiment using intermediate numbers of sub-domains, confirming that in this case, using this PSF model and considering this variation across the FoV, more than 9 × 9 sub-domains do not improve the quality of the reconstructed image. As a term of comparison, in one case we have performed PSF fitting photometry using the last version of STARFINDER\textsuperscript{27} (V1.8.2a released in May 2014\textsuperscript{25}). STARFINDER analyzes the image considering local PSF estimates in different sub-domains. We used the 15 × 15 PSF grid. We do not deepen the comparison between the two results because the two software do basically two different things and give two different outputs: STARFINDER analyzes the image and produces stars catalogues; Patch is an image restoration software that produces another image. However a comparison with the photometric error in a given magnitude bin obtained with a largely diffused software, is a useful 'litmus paper' for the reliability of our software. Using STARFINDER we obtained a photometric error of $\sigma \sim 0.1$ mag at 21.5 < $J$ < 22.5 mag, in a perfect agreement with the result obtained using Patch + simple aperture photometry. Furthermore, in our case seems to always exist an aperture that almost null the difference between the flux measured using the PSF fitting procedure and the aperture photometry. To conclude, we want to remark that the combination of the chosen PSF model, quickly variable across the FoV and inside each sub-domain, and of the GS position, at the edge of the FoV, makes the analyzed case quite conservative.

### 3.3 Extragalactic extended source

In this section we tested the capability of the Software Patch in the analysis of the morphological properties of extended sources. As starting object (true object), we used a real galaxy at $z$~0.1 observed at high resolution with HST. The flux in the central pixel of the galaxy has been increased by a factor 2 in order to simulate the
Figure 7. Comparison of the input and measured magnitudes of the detected stars (photometric error) for the analyzed cases: a) $3 \times 3$ sub-domains; b) $5 \times 5$ sub-domains; c) $9 \times 9$ sub-domains; d) $15 \times 15$ sub-domains. At $J \sim 22$ mag, a photometric error of $\sigma \sim 0.15, 0.13, 0.11$ and 0.09 mag is reached for the cases a), b), c) and d) respectively.

presence of an Active Galactic Nuclei (AGN). We placed this galaxy in the three different places, with the centre of the galaxy at a distance of $7''$, $14''$, and $21''$ from the bottom left corner, where the GS for the AO correction has been placed and then we convolved this image with the space variant PSF (see Sections 3.1).

The simulated image has a pixel size of 0.02''/pixel, while the galaxy has a total extension of 160 pixels (diameter) corresponding to 3.2'' and a nucleus of 20 pixels in diameter (corresponding to 0.4''). The simulated galaxy at three different distance from the GS for the AO correction is shown in Fig. 8. Image quality degradation due to the PSF variation is evident from left to right panels.

Using the same procedure adopted for the stellar case, we have run Patch on the simulated image using different PSF grids of $3 \times 3, 5 \times 5, 9 \times 9$ and $15 \times 15$ sub-domains. Fig. 9 shows the result of the deconvolution when a grid of $15 \times 15$ PSFs is used. The capability of the Software Patch in the imaging reconstruction for extended sources has been tested using the half-light radius $r_{50}$, the concentration index $C_{28}$ and the light profile on the whole galaxy. The concentration index measures the concentration of flux about a central point in the galaxy. While slightly different version have been introduced by various author, we adopted the $C_{28}$ standard value:

$$C_{28} = 5 \log \left( \frac{r_{80}}{r_{20}} \right)$$

where $r_{20}$ and $r_{80}$ are the circular radii containing 20% and 80% of the total flux.

As reference images, we used the original HST image, assumed to be the true objects before the PSF degradation, the simulated space-variant PSF image (assumed to be the observed image, see Fig. 8) and the reconstructed image after the application of Software Patch (see Fig. 9).

The results of our analysis are reported in Table 3 and Table 4, where the half-light radius $r_{50}$ (in pixels) and the concentration index $C_{28}$ are reported for the 3 reference images used and for four different reconstructed images obtained using different PSF grids of sub-domains. As shown in the two Tables, in the observed image there is a clear degradation of the image quality, both in terms of the half-light radius $r_{50}$ and concentration index $C_{28}$ with increasing distance from the GS for the AO correction (trend that is clearly visible also in Fig. 8). With the Software Patch we obtained a good reconstruction of the original image, even at large distance from the GS, although some artifacts produced by the deconvolution process are clearly visible in the image (see Fig. 9).

Finally, similar results have been obtained when we considered the light profile of the galaxy. In Fig. 10 we show the light profile for the whole galaxy for the three different images considered (real image (blue line), observed image (red line) and reconstructed image (green line). The three panels from left to right show the light profiles at increasing distance from the GS: 7, 14 and 21 arcsec respectively.
Table 3. The half-light radius $r_{50}$ (in pixel) and the concentration index $C_{28}$ for the galaxy simulated at different distance from the GS. The True Object is the original HST image while the Observed Image is the simulated space-variant PSF image.

<table>
<thead>
<tr>
<th>True Object</th>
<th>Observed Image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GS at 7'' GS at 14'' GS at 21''</td>
</tr>
<tr>
<td>$r_{50}$</td>
<td>$C_{28}$ $r_{50}$ $C_{28}$ $r_{50}$ $C_{28}$ $r_{50}$ $C_{28}$</td>
</tr>
<tr>
<td>33.10</td>
<td>2.78 36.50 2.50 38.20 2.37 39.20 2.30</td>
</tr>
</tbody>
</table>

Table 4. The half-light radius $r_{50}$ (in pixel) and the concentration index $C_{28}$ for the four reconstructed images with different PSF grids of sub-domains.

<table>
<thead>
<tr>
<th>Reconstructed Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sub-domains</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3×3</td>
</tr>
<tr>
<td>5×5</td>
</tr>
<tr>
<td>9×9</td>
</tr>
<tr>
<td>15×15</td>
</tr>
</tbody>
</table>

Figure 8. The simulated galaxy at increasing distance from the GS used for the AO correction: 7'' (left panel), 14'' (central panel) and 21'' (right panel). Image quality degradation due to the PSF variation is evident from left to right panels.

Figure 9. The reconstructed galaxy (with a grid of 15 × 15 PSFs) at increasing distance from the GS used for the AO correction: 7'' (left panel), 14'' (central panel) and 21'' (right panel).
Figure 10. Light profile for the galaxy at 7′′ from GS (left panel), at 14′′ from GS (central panel) and at 21′′ from the GS (right panel). The blue solid line shows the light profile of the HST images assumed to be the real image, the red solid line shows the simulated observed image while the green solid line shows the image reconstructed with the software PATCH.

4. CONCLUSIONS AND FUTURE WORKS

We developed a new method and software for the reconstruction of astronomical images with a space variant PSF. The software, called Patch, is written in IDL and can be freely downloaded from the software section of the website http://www.airyproject.eu. An interesting application is represented by AO corrected images that are characterized by structured and variable PSF. The potentiality of the Software Patch has been tested on two completely different astrophysical scenarios: a crowded stellar field and an extended galaxy. For both scenarios the images have been simulated assuming a PSF strongly variable across the FoV and a GS for the AO correction at the edge of the FoV, far away from the astronomical targets. Despite these very conservative assumptions, we obtained good results in terms of image reconstruction both for the stellar (point-like) case and for the extended galaxy.

However, we would like to stress that these results have been obtained using an input PSF grid computed with the same model used to generate the image. A more realistic simulation can be obtained using, as input for the deconvolution process, a PSF directly estimated from the image or from the AO loop data. The field of the PSF extraction/reconstruction is a very active and important field in the AO era, with several groups working on the extraction of the PSF directly from the image\textsuperscript{25,29} and on the reconstruction of long exposure PSF from the AO loop data\textsuperscript{30,31}. A strong synergy between the development of new deconvolution methods and the new techniques for the PSF extraction/reconstruction is very important in the AO era, when images with complex, space variant PSF will be the ordinary images for the next generation telescopes.

On the basis of these results, our next steps will be to take into account real astronomical images. The analysis with the Software Patch of a Globular Cluster observed with different AO facilities and of several galaxies at \( z \approx 1 \) observed with HST is currently in progress.
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