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1 Introduction

1.1 About this document

This document is about installing the Genoa Active Messagelihe (GAMMA). It provides useful information
about the following topics:

¢ the hardware/software components needed to use GAMMAI(eZ};

e how to download and configure the GAMMA source code (Sectjpn 4
e how to tune some GAMMA parameters (Section 5);

e how to configure the Linux 2.6 kernel for use with GAMMA (Sexti6);
e how to compile and install GAMMA (Section 8);

e how to set up a convenient environment for using GAMMA (Set®);

e how to compile a GAMMA-enhanced Linux kernel (Section 10);

¢ how to check whether GAMMA is installed properly or not (Sect12);
e possible causes and remedies for common troubles (Se@&)on 1

This document is1ot about the GAMMA Application Programming Interface (APDh& GAMMA API is de-
scribed in the GAMMA home page on the WWW. The WWW page alsdaina more information concerning
other aspects of GAMMA.

The WWW home page of GAMMA is dit t p: / / ww. di si . uni ge. it/ project/ganma/.

1.2 A sketch of the GAMMA software architecture

GAMMA is a messaging system designed for low-latency, higbaghput inter-process communication across a
Gigabit Ethernet LAN.

Different from many so-called “user-level” messaging eyst GAMMA communications are (lightly) mediated
by the Operating System (OS) of the local host computer; tAMBA software architecture is therefore quite
"classical”’, being GAMMA structured as three main compdsen

e adevice driver, called the AMMA driver, placed in the OS kernel, which implements basic commuoicat
routines;



e a set of so called “light-weight” system calls (a lower oveat implementation of the classical concept of
OS system calls), called tHeAMMA system callswhich allow a user process, running in user space, to
invoke the basic communication routines, placed in kerpats, in a protected way; and

e a user programming library, calld@AMMA library, which provides user application programmer with a
convenient API for both point-to-point and (a few) colleetcommunication routines.

There is one GAMMA driver for each supported Network Integfa€Card (NIC) (see Section 2). The GAMMA
drivers are modified versions of the standard Linux devideeds for the same NICs.

NOTE within the GAMMA driver, the IP functionality is blocked. 8 GAMMA needs IP in order to start
parallel jobs (the startup is done viah or ssh commands). Therefore, you really need an additional LAN for
the IP services. See Section 1.2.1 for details.

GAMMA provides a non-standard set of communication roinBrogrammers who prefer to write parallel
applications using an industry-standard APl might wantsidll MPI atop GAMMA (see the WWW page of the
MPI/GAMMA project, ht t p: / / ww. di si . uni ge. it/ project/ganma/ nmpi gamma).

1.2.1 GAMMA and IP: the need for an additional LAN

As pointed out before, the GAMMA driver does not support treglitional IP-based protocols because the IP
functionality of the GAMMA driver is suspended. This linii@an leads to better perfomance and stability. The
drawback is that an additional LAN for IP is needed, becaua®& M A needs the IP services when starting the
parallel job. The remote process instances are indeed ajeddy using the sh or ssh services, so IP must
work while launching the job. Moreover, the executable fl@isually made available to all nodes via a network
file system (NFS, for instance), which relies upon IP as w&dl.an additional LAN is necessary.

1.3 How to contact the GAMMA authors
The authors of GAMMA are:

e Giovanni Chiola,chi ol a@li si . uni ge. i t: Former project supervisor (do not contact him any more
please);

e Giuseppe Ciaccig;i acci o@li si . uni ge. i t : Current maintainer; and

e other persons who contributed new GAMMA drivers; see the GMiweb page for a complete list, or
look inside source code and read about authors.

2 Requirements
2.1 User prerequisites
In order to install GAMMA successfully, you should:
e be able to configure a LAN under Linux;
e be able to configure and compile a Linux kernel; and

e have a superuser account on all the nodes of your cluster.

2.2 Hardware/software requirements

The requirements to install GAMMA are:



e A pool of Personal Computers (PCs) with PCI bus.
Supported CPUs are: Intel Pentium, AMD K6, and all superiodatis, including their 64-bit versions (so
called “x86.64" or “amd64” architecture, not to be confused with the 14).6

Multi-CPU nodes are allowed. It is not yet clear whether therent version of GAMMA is thread-safe
from the user application standpoint, so you might haveliesiin case of multi-threaded parallel jobs.
Otherwise, the use of multi-CPU nodes is safe with GAMMA. Mabre CPUs have not yet been tested
with GAMMA, but they are expected to work fine.

Hyperthreading seems to cause troubles, so it should bieleiishy BIOS.

e Gigabit Ethernet NICs supported by GAMMA. Currently, GAMMaupports the following (families of)
NICs:

— many adapters (possibly hardwired on the motherboard)ppgdi with one of the Intel PRO/1000
(8254x Gigabit Ethernet) chipsets;

— many adapters (possibly hardwired on the motherboardppgdiwith one of the Broadcom “Tigon3”
Gigabit Ethernet chipsets.

You need at least one NIC on each node, of the kinds listedea®hCs not listed above may be present on
nodes, but GAMMA will not use them.

As pointed out before, at least one separate NIC is requoesipport the IP protocol, which GAMMA
relies upon for spawning process instances. Such an aualitiiC can be of whatever kind supported by
the Linux kernel.

e A Gigabit Ethernet switch, or a single (possibly crossoeal)le for a “back-to-back” connection (two nodes
only).

e An additional NIC (of any kind) on each PC, and an additiondd/switch, to support IP, which GAMMA
relies upon for spawning process instances (see Sectidl).1.2

e Linux kernel version 2.6.18.1

The GAMMA distribution can be easily hacked to work with alhux 2.6 kernels; contact the GAMMA
authors in case of doubt (see Section 1.3).

e gcc 3.3 0or 3.4 or 4.0.2 . Other compilers might also work fing viee have not yet tested them.

2.3 Assumptions about file placement

For simplicity, we assume that the pathname of the Linuxa®tree ig usr/ src/ | i nux/ . Other directories
are allowed however, at the user choice.

3 Install GAMMA step by step

The installation procedure for GAMMA is quite complex, argbames you have some expertise in performing
various tasks (see Section 2.1). By carefully reading tHeviting Sections, you will be able to come to success
after a number of steps that must be carried out in a preciker,aramely:

1. Step 1: Download and configure the GAMMA source code (Seat)
2. Step 2 (optional): Tune some GAMMA parameters (Section 5)
3. Step 3: Configure the Linux kernel for use with GAMMA (Secti6)

4. Step 4: Setthencl ude/ asmsymbolic link (Section 7)



. Step 5: Compile and install GAMMA (Section 8)
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6. Step 6: Set up the environment (Section 9)

7. Step 7. Compile the GAMMA-enhanced Linux kernel, and m#litbhe cluster (Section 10)
8

. Step 8: Generate the GAMMA configuration file(s) (Sectiah 1

The installation procedure can be simplified if you are itis a new release of GAMMA having already
installed a previous one. In this case, if you are re-usimgstime Linux kernel and no changes to the cluster
environment are planned, you may skip steps 3, 4, and 6.

4 Step 1: Download and configure the GAMMA source code

4.1 Download the GAMMA distribution

Go to the GAMMA Web pagehtt p: //ww. di si . unige.it/project/gamma/, section “Software”,
and click on the link pointing to the GAMMA source distribomi; your browser will prompt you to download (by
HTTP) a file named like “gamma-YY-MM-DD.tar.gz” (for inste@: ganma- 06- 02- 17. t ar . gz). Get it.

For simplicity, we will call the GAMMA distributionganma. t ar . gz, that is, we will omit the “YY-MM-DD"
part of the file name (which changes every time a new GAMMArittistion is put on the Web).

4.2 Unpack the GAMMA source code

Placegama. t ar . gz into your favourite working directory. Now, invoke this comand:
tar xvzf gamma.tar.gz

This operation will create a subdirectory nanggdhma, containing the GAMMA source code.

4.3 Configure the GAMMA source code

Enter the subdirectorganma/ and run the script namexzbnf i gur e. This script will ask you a few questions,

concerning some configuration parameters of your locahliagion of GAMMA. The possible answers, along
with the default answer, are indicated as well. In the reigipart of this Section, we explain the meaning of
each question of theonf i gur e script.

Sel ect the CPU architecture ["i 386", "x86.64"]

Specify the CPU architecture of your cluster’s processBiease note that the architecture “x88”, sometimes
referred to as “amd64” (Opteron, Athlon64) has nothing tavith the 1A64 architecture (Itanium). The architec-
ture “i386”, however, refers to the classical IA32 (PentjukMD Athlon 32 bit, etc.). In response to this question,
the script creates a number of symbolic links to the appabeiiiles containing source code that is dependent on
the CPU architecture.

Sel ect the Network Interface Card (NIC) to be operated by GAMVA

Specify which type of NIC (Intel PRO/1000, Tigon3) you ardmgpto operate with GAMMA. In response to
this question, the script creates a number of symbolic ltokéie appropriate files containing source code that is
dependent on the specific NIC.



How many [Intel PRQO 1000 | Tigon3] NICs are found on each cluster node?

Specify how many NICs of the afore-specified type are presemach cluster node. Default is 1. In case of more
than 1, it will be also necessary to specify how many of theentatbe actually operated by GAMMA, hence the
next question:

How many of these NICs are to be operated by GAMVA?

Specify how many NICs of the afore-specified type are to beatpd by the GAMMA driver. Default is 1. The
remaining ones shall be operated by (a slightly modifiediearsf) the original Linux driver.

If the selected NIC was an Intel PRO/1000, and GAMMA has taatgemore that one such NIC on each node,
the following additional question will be asked by the counfigscript:

Enabl e support for Flat Nei ghbourhood Networ ks (FNN)
(FNN) [experinmental] (y/n)

A Flat Neighbourhood Network (FNNh¢ t p: / / www. aggr egat e. or g/ FNN/ )is an interconnection scheme
for clusters. Usually, in a N-nodes cluster, each node e NIC for fast communication, and a single N-way
switch connects all nodes in a start-shaped topology. WAtN Each node must have more than one NIC; there are
more than one switch, and each node is connected to more ttgaswmatch in such a way that the path from any
two nodes traverses at most one switch. The topology is alguit/to a N-way star, but made of smaller switches
instead of a big, single one. It should cost less. Of coursh aade should have more than one NIC operated by
GAMMA. This feature is still experimental and not fully test

Enabl e Junbo Franmes (USE.JUVBOFRAMES) (y/n)

Most Gigabit Ethernet NICs support so calléaimbo Framesthat is, they allow packets of greater size than the
Ethernet standard. This feature, which also must be sugbdoy the LAN switch, might yield fairly greater
communication throughput. You should however turn it ofhié LAN switch does not support Jumbo Frames, or
if you are unsure about this. This feature is disabled byulefa

NOTE:some Gigabit Ethernet adapters do not support Jumbo Frara#ls a

NOTE: Intel PRO/1000:some Intel PRO/1000 adapters (8254x chipsets) may beconeialole when Jumbo
Frames are enabled, with an increased probability for tlig tNIhang-up during use. The GAMMA driver for the
Intel PRO/1000 can detect and solve these hang-ups, butrperfice may suffer; in case of frequent hang-ups,
you should consider disabling this feature. See end of @ed for details.

Al |l ow nore process instances of same job on sane node
(recommended with nulti-CPU nodes)
( MORE_I NSTANCES_ON_SAME_NCDE) (y/ n)

Each parallel job is made up of a number of cooperating peasg€alleghrocess instances$-or best performance,
each PC should run as many process instances as the CPUbkeviitally, so as to allow all instances to be
simultaneously running. In case you wish to run more thanproeess instance on the same node (for instance,
because the node is a dual-CPU), you should enable the “mocegs instances on same node” feature. Please
note that this hasothing to do with time-sharing the cluster among more dafgbb (a feature GAMMA always
supports by default).



How nmany process instances per node

(recommended answer: sanme as nunber of CPUs per node)

( MAX_.NUMLLOCAL _I NST)

If support for multiple instances on same node has been ethalbére it is possible to specify how many process
instances are to be run on each node. It makes much senskishae equal to the number of CPUs available per
node.

Strip away GAMMA-rel ated args at job |l aunch (STRI PARGS) (y/n)

This option is to be considered if you want to use MPI atop GAMBhOd your MPI job refuses to start (a notable

example is NetPipe). GAMMA uses inline args to send somerm&bion to remote process instances when
spawning them. These args can cause some picky MPI progeams NetPipe) to abort during initial phases.

Then answer (default) is usually fine, but if your NetPipe for MRém refuses to start, you have to change to
y and recompile your MPI/GAMMA and Netpipe. With this optionabled, however, those MPI applications

that look at the args before calliddPl _I ni t () might show startup problems; notable examples are all th& NA
benchmarks. So, don’t enable this option unless your own pié&drams really need it.

Use flow control in GAMVA barrier sync (USEFLOACTL I N.SYNC) (y/n)

Specify whether to use flow control when performing a GAMMAr®r synchronization. Given the synchroniza-

tion semantics of such a collective routine, flow controlgsally unnecessary (default).

Print info when | aunchi ng GAMMA j obs (VERBOSE) (y/n)

Specify whether to enable the printout of additional infation at the time of launching a GAMMA job.

Spi n-yield instead of busy-waiting on receive (SPINYIELD) (y/n)

Specify whether to use spin-yield mode instead of pure buating whenever waiting for message receive. The
default answer iy, and is strongly recommended especially if the cluster ésliis non-dedicated mode.

Use ssh in place of rsh to spawn renote process instances (USESSH) (y/n)

Specify whether to usgsh for spawning processes on remote nodes when launchindgbgobk. As an alterna-
tive, r sh can be used to this end. Defaulsish.

Where is the Linux source tree installed?

Specify the pathname of the Linux source tree on the machmrevyou are going to compile the GAMMA.-

enhanced Linux kernel (defadlusr/ src/ | i nux/).

Where woul d you like to install the GAMMA user library?



Specify the directory where to install the GAMMA user libyaonce compiled (defaultusr/ 1'i b/).

Where would you like to install the GAMMA startup/recovery utils?

Specify the directory where to install the GAMMA utilitiesrf startup and recovery (see Section 9.1.2), once
compiled (default usr/ | ocal / bi n/).

5 Step 2: Tune some GAMMA parameters

This Section is concerned about some settings of GAMMA wiaih not managed by theonf i gur e script
discussed in Section 4.3).

5.1 NIC-specific settings

All GAMMA parameters whose value depends on the particul® kh use are defined as constants in file
gamrma_ni c_dependent . h (which actually is a symbolic link created by tle®nf i gur e script, see Sec-
tion 4.3).

The default settings for such constants should ensure aatdrehaviour of GAMMA on all platforms, so you
usually do not need change anything here.

5.1.1 GAMVA_TX_RI NG.SI ZE and GAMVA_RX_RI NG_SI ZE

A couple of constants the value of which you might want to cjesareGAMMA_TX_RI NG_SI ZE andGAMVA_RX_RI NG_S
Increasing the value dBAMVA_RX_RI NG_SI ZE may lead to slightly better performance with GAMMA flow-
controlled communication, but will consume more memoryernkl level in the OS; conversely, decreasing the
value might be necessary if your PCs are short of RAM (less 82aViBytes), but performance of GAMMA flow-

controlled communication could decrease slightly (to kmoare about why the setting GAMVA_RX_RI NG_SI ZE
may affect performance of GAMMA flow-controlled communicat, see Section 5.1.2).

Increasing the value dBAMMA_TX_RI NG_SI ZE may lead to better performance with GAMMA non-blocking
transmission, but will consume more memory at kernel lavéhée OS; conversely, decreasing the value might be
necessary if your PCs are short of RAM, but performance of GAVhon-blocking transmission could suffer.

We suggest yonotto increase the default settings, because the performamrevement obtained in this way
is quite negligible. We also suggest you not to decrease éfaull settings unless your PCs are really short of
RAM.

5.1.2 GAMMA flow control

GAMMA provides both best-effort and flow-controlled comnieation routines. GAMMA flow control prevents
overrun at the receiver NICs from occurring, therefore divigj packet losses at the end stations (this does not
completely address the problem of packet losses in a LANy@srhight also be caused by switch congestion).
GAMMA flow control is based orcredits A credit is an amount of packets that a sender station isegteed
to be able to deliver to a receiver station safely, that ishewit causing a receiver ovverrun. If station S1 has a
credit of C towards station S2, then S1 can safely séhgackets to S2 at full speed, addis decremented by
one each time a packet is transmitted; wiiers zero S1 has to stop, waiting for a “credit renewal” from $Be
larger the initial value of”, the faster the communication from S1 to S2; however, tagelan initial value folC
might cause an overrun to S2.
The parameteMAX CREDI T_SI ZE defines the maximum size of credit of each station in the etusivards
each other station. However, the paramé&@WWATERMARK determines the amount of remaining credit towards
a given station, below which a request for credit renewassed to that station. The maximum allowed values for



such two parameters are subject to constraints: The latterat be greater than the former, and their sum cannot
exceed the valuéGAMMA RX RING_SIZE — 20)/(total_num_nodes — 1), which is nearly the maximum value
ensuring that a receiver NIC will not overrun when simultauy flooded by all possible senders with GAMMA
flow-controlled communications.

From the above, it is clear that the larg@xMVA_RX_RI NG_SI ZE, the larger the maximum value for
MAX_CREDI T_SI ZE, which translates into slightly better performance of GAMMow-controlled communica-
tion (as pointed out in Section 5.1.1).

Anyway, we suggest you not to change the default settings#dt CREDI T_SI ZE andL ONWATERVARK.

5.2 Protocol-specific settings

GAMMA parameters which affect the behaviour of GAMMA indegient of the particular NIC in use are defined
as constants in filgamma_def . h.

5.2.1 Maximum cluster size

The maximum allowed cluster size (number of PCs allowed tmeot to the cluster LAN) is defined by the
constantMAX_NUMINCDES in file | i b/ gamma_user | ev. h; this is currently set to 128. Some internal data
structures of GAMMA need an amount of statically allocatednmory which is proportional to the maximum
cluster size. Therefore, in case the PCs of your clustertasg sf RAM, the default value may cause a failure
during boot due to shortage of available memory. Shouldewés occur, or even to prevent this from occurring,
the default value foMAX_NUMNODES can be set to a smaller value (e.g., 16). Of course, this iegpasimit on
the effective size of your cluster. If, on the other hand, yash to install GAMMA on a cluster with more than
128 nodes, séAX_NUMNODES to a larger valuenot exceeding 254Note that this defines the maximum number
of nodes, not CPUs.

5.2.2 Debug kernel messages

GAMMA contains a number of statements which generate debiggted messages as well as warnings about
communication failures. The constamRl VER DEBUG EVERYTHI NGandDRI VER_DEBUG govern the condi-
tional compilation of commands producing debug-orientegsages, whereas the consiaRit VER_ DEBUG_LI GHT
governs the conditional compilation of commands produdailgre warnings. By default, the first two constants
are “undefined” #undef DRI VER.DEBUGEVERYTHI NGand#undef DRI VER.DEBUG), whereas the third
one is “defined” #def i ne DRI VER.DEBUG.LI GHT); changing the second constant to “defined” enables the
compilation of code for the debug-oriented messages, aadguhg the first one to “defined” enables even more
such messages; conversely, changing the third constaohtefined” removes the code for emitting failure mes-
sages.

A common user will leave these settings untouched.

6 Step 3: Configure the Linux kernel for use with GAMMA

Before installing GAMMA, it is always necessary to configuhe Linux 2.6 kernel in a proper way. So, after
having configured GAMMA, the next step is to configure the kitkernel.

Enter directory usr/ src/ | i nux/ (or whatever directory of your Linux source tree), and type:

make nenuconfig

or:

make config



A script (which you should be familiar with) is started, whiwill prompt you to answer a number of questions
concerning your Linux kernel configuration.

6.0.3 General Linux kernel settings

In sectionPr ocessor type and f eat ur es, the following featuresnust be disabled

Preenpti bl e Kernel

Use register argunents ( EXPERI MENTAL)

In the same section, if your have multiple-CPU nodes (or icaré CPUS) you might want to enable the feature
Symmetric nmulti-processi ng support, butthen younust disablghe feature:

SMTI' (Hyperthreadi ng) schedul er support

Do not forget to disable Hyperthreading by BIOS as well.

Under sectiorkKer nel hacki ng, youmust disablghe feature:

Use 4Kb for kernel stacks instead of 8Kb

Under sectiorDevi ce Dri vers, subsectiorNet wor k devi ce support, youmust disablghe feature:

Net wor k consol e | oggi hg support

7 Step 4: Settha ncl ude/ asmsymbolic link

After having configured the Linux kernel, the subsequent stéo make sure that the symbolic linkacl ude/ asm
exists.

If it does not exist, create it by simply starting the kernainpilation (command "make”) and interrupting after
a handful of seconds. The kernel compile procedure crebaesymlink before actually compiling, and for now
we just need the symlink to be created (we will compile thenkElater).

8 Step 5: Compile and install GAMMA

After configuration and tuning, and after the Linux kernes teeen configured correctly, the GAMMA source
code can be compiled and installed. Here, by “installate’mean the integration of the GAMMA code into the
Linux kernel; therefore, it will be necessary to recomphe tinux kernel after having installed GAMMA (see
Section 10).

Enter the subdirectorgama/ and compile GAMMA by invoking

make

The following warning might show up during compilation:

Warning: indirect Icall wthout *=’



It depends on the version of assembler being used by the @myou can ignore it.
Next, install GAMMA by invoking

make install

9 Step 6: Set up the environment

9.1 Cluster-specific environment
9.1.1 Hyperthreading must be disabled by BIOS

Do not forget to disable Hyperthreading by BIOS. This featmay show instabilities with GAMMA, which are
not yet investigated.

9.1.2 GAMMA startup and recovery utilities

When you have configured the GAMMA source code,dlo@f i gur e script asked you the following question:
VWhere would you like to install the GAMMA startup/recovery utils?

Let us suppose the default answer, namelgr / | ocal / bi n/ ,was selected. Enter directarysr /| ocal / bi n/;
you should find the following utilities:

e gammaconf : generate a GAMMA configuration file, starting from a highdedescription of the cluster;

e gammaget conf i g: network startup;

e gammar eset, gammaresetal |, ganmar eset vm temptative recovery from network lockups;

e gammar un, ganmar unvm launch of GAMMA applications written in FORTRAN;

e gammacredit, gammacredit al | : adjustment of the size of GAMMA flow-control credits;

e gammanaxpol | s, gammamaxpol | sal | : adjustment of the duration of timeout for missing packetsg,

You must copy all of them on the other nodes in your clustexjragnder/ usr/ | ocal / bi n/ .
Purpose and use of the utiliganmaconf is described in Section 11. Purpose and use of the othdiagitire
described in Section 12.

9.2 User-specific environment

The launch of a GAMMA parallel application on the cluster éeamplished by remote shell (“ssh”). Therefore,
you have to properly set some configuration files in all the &@sur cluster, in order to be able to run commands
via “ssh” as a user without being asked the user passwordo@s$e you must hold a user account on each PC.
The shell variable PWD must be present in the user envirohnk@m instance, users who prefer the bash shell
should add the following statement to thelvsash_pr of i | e file:
export PWD
To launch a GAMMA parallel job, one copy of the executable ningspresent on each PC in the cluster and all
the copies must have the same absolute pathname and filefits@bvious way to enforce this, is to have one
single copy of the executable on a directory of one PC andllgteother PCs to share that directory remotely
via NFS; to this end, the cluster administrator might havadioupon fileg et ¢/ f st ab and/ et ¢/ export on
some or all the PCs. Please note that in a large cluster tigistrbée impractical (when starting the parallel job, a
huge contention would put the NFS server into troubles).

10



10 Step 7: Compile the GAMMA-enhanced Linux kernel, and rebot the cluster

After the installation of GAMMA, it is always necessary ta@oenpile the Linux 2.6 kernel.

Enter directory usr/ src/ | i nux/,then compile the Linux kernel as usuabke && nake install).
Place the new Linux kernel on all cluster nodes, Iriih 0 on all of them if needed, then reboot all nodes and cross
your fingers.

After the boot, check the boot messages on all cluster nodéyy the commandnesg. If you see a message
like:

GAMMA Genoa Active Message MAchi ne (Linux 2.6)

followed by a calendar date and other information, then yeusare that the GAMMA driver was successful in
detecting and probing your preferred NIC.

11 Step 8: Generate the GAMMA configuration file(s)

GAMMA needs a description file calledet c/ gamma. gl obal , defining the cluster topology. The most fre-
guent case is a star-shaped topology: N nodes, one NIC eamtiected to a single switch. Later, we shall examine
a more exotic topology called Flat Neighbourhood Network .

Here is a samplgamma. gl obal file for a cluster with four nodes (resp. named “felix”, “onip “aries”,
and “libra”) and a star topology. In this example, the NIC igped by GAMMA iset h1 for all nodes. This is a
frequent case, sina h0 is usually devoted to IP traffic.

subnet {

felix ethl
orion ethl
aries ethl
libra ethl

}

Another sampleggama. gl obal file can be found under directoryanma/ util/ in the GAMMA source
package.

The host names reported imt@t ¢/ ganma. gl obal should be the ones returned by commaéarndgt nane
on each node. Comments are allowed in the file, prependedtbBkanks and tabs are allowed as well.

With star-shaped topologies/ &t ¢/ ganma. gl obal file is only required to be present on one node (usually
the front-end, but another node would also do). There is ed te put it on other nodes.

After having created aet ¢/ ganma. gl obal file, the next step is to switch all nodes on, then run thetwtili
programganmaconf . Thegamraconf utility will convert the high-level et ¢/ ganma. gl obal description
into a low-level configuration file, namedet ¢/ gamra. conf . The utility has to run just once, on the node
where/ et ¢/ ganma. gl obal resides, but needs to collect information from all otherewmgiassh, so all
nodes must be switched on and operational, sl must be properly configured, befoganmaconf can be
launched.

The/ et ¢/ gamma. conf file generated bgammaconf contains a mapping from each hostname to the MAC
address of its corresponding GAMMA-operated NIC. GAMMA dgé et ¢/ gamma. conf in order to route
messages from senders to receivers (message routing isatldnaC level rather than IP). Here is a sample
/ et ¢/ ganma. conf file for our 4-nodes cluster, as generated from the previaitsc/ gamma. gl obal de-
scription using thganmaconf utility:

felix 00:00: F8: 1B: 39: BB

orion 00:00: F8: 1B: 3A: 10
aries 00:00: F8: 1B: 3A: 17
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l'i bra 00: 00: F8: 1B: 3B: F3

Another samplganma. conf file can be found under directoganma/ ut i | / in the GAMMA source package.

Thegamma. conf configuration file must be copied on all cluster nodes, urddrc. With a star topology,
configuration files on different nodes look identical.

Things are a bit more complicated when the cluster topolsgy Flat Neighbourhood Network (FNN). In this
case, indeed, thgamma. conf files may look different across the various nodes. The ataftioint is again a
high-level description filé et ¢/ gamra. gl obal , but the syntax for FNNs is slightly different: There are mor
than one switch (subnet), and each node has more than oné'@®lh@"(“eth2”,...; usually “eth0” is for IP). Here
is a samplegamra. gl obal file for a FNN connecting twelve nodes (named “bin01”,“bih02nd so on) with
three 8-way switches:

subnet {

bi n01 et hl
bi n02 et hl
bi n03 et hl
bi n04 et hl
bi n05 et hl
bi n06 et hl
bi n07 et hl
bi n08 et hl

}

subnet {

bi n01 et h2
bi n02 et h2
bi n03 et h2
bi n04 et h2
bi n09 et hl
bi n10 et hl
bi n11 ethl
bi n12 et hl

}

subnet {

bi n0O5 et h2
bi n06 et h2
bi n07 et h2
bi n08 et h2
bi n09 et h2
bi n10 et h2
bi n11 et h2
bi n12 et h2

}

In the case of a FNN network, tlgamma. gl obal description file must be copied on all cluster nodes, under
directory/ et c. When the copies are in place, run thanmmaconf utility on each node. At the end of this
(possibly time-consuming) procedure, each cluster nodestalled the propef et ¢/ ganma. conf file (recall
that, with FNNSs, those configuration files may look differantoss nodes).

For star-shaped as well as FNN schemes, the entire procémtugenerating thgganma. conf files can be
automated by running the scriganmmankconf al |, under directorygamra/ uti | / in the GAMMA source
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package. You only need to turn all nodes on, putoeec/ ganma. gl obal file on one node, then run the script
on that node.

The gamma. conf file(s) must be generated again whenever the cluster cotiggosihanges. Report the
changes into thgammma. gl obal file(s), then run the above utilities again.
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12 GAMMA at work

12.1 Starting up the network after a boot

To start up the GAMMA network after a boot, configure the natwvdevice as usual (that is, using the Linux
i fconfi g utility). In case you have configured GAMMA to use Jumbo Frayead the MTU size from the
GAMMA boot message idnesg, and use that value to configure the network device.

After configured the network device, run the GAMMganmaget conf i g utility (see Section 9.1.2), by
invoking it with no arguments.

Usually, the LAN configuration is done at boot time by a boatdsomewhere underet ¢/ rc. d/ ); you
might consider to edit such a script (or other boot-timegs)iin your nodes, in order to add the invocation of
gamraget conf i g so as to configure the GAMMA network automatically after atboo

12.2 Running a GAMMA parallel job written in C

As already pointed out in Section 9.2, in order to launch a @M\application, one copy of the executable must
be present on each PC in the cluster and all the copies mustthaxsame absolute file name. The best way to
enforce that, is to have one single copy of the executabledimeetory of one PC and let all the other PCs to share
that directory remotely via NFS. Also, make sure the shalbide PWD is exported in the user environment.

To launch a GAMMA parallel job, simply type the name of the @xable followed by the in-line arguments
required by the program itself. For instance, to launch a GM\barallel program whose name i ng_pong
and requiring one numeric in-line argument with value 5,@intype

pi ng_pong 5

Note that no indication is given as for the degree of patattel With GAMMA, the number of process instances
to spawn must be explicitly set up by the program itself omcmthed (of course the program can always get the
desired degree of parallelism from the user through ammdirgument).

In the above example, no indication is given concerning tvimodes are to host the process instances of the
parallel job. By default, the first instance (with instancgnioer 0) always runs on the local machine (the one the
job has been launched from); the names of other machinegeddedother process instances are taken from file
/ et ¢/ ganmma. conf , by reading the file circularly starting from the name juseathe one of the local machine.
For instance, let us suppose filet ¢/ ganma. conf is like this:

felix 00:00: F8:1B: 39: BB
orion 00:00: F8: 1B: 3A: 10
ari es 00: 00: F8: 1B: 3A: 17
i bra 00:00: F8: 1B: 3B: F3

If a GAMMA job is started by machinéi br a and generates three process instances, then instance 0rruns
I i bra, instance 1 runs ohel i x, and instance 2 runs ar i on. If however the GAMMA jobs generates five
instances, then instances 0, 1 and 2 are as before, instanoe 8nar i es, and instance 4 ohi br a again; in
this case, nodki br a runs two process instances (0 and 4).

The user is allowed to designate explicitly which nodes anmih the process instances of a job. For instance,
let us suppose the user wishes to run a GAMMA job calledr i er with four process instances, using the two
machined i br a andor i on so that instances 0 and 1 run bnbr a and instances 2 and 3 an i on. To this
end, the user must first createnachine fildike this:

i bra

orion
orion
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then must log ot i br a and launch the job from that machine. If the name of the abcaghme file isTach, to
launch the job the user should type:

barrier 4 -machinefile nach

The GAMMA runtime support will then spawn the process ins&mnso that the first one (instance 0) runs on
the local machinel (i br a), whereas the other three instances run on the machined iisthe machine file, in the
same order.

12.3 Sample GAMMA parallel C programs

Under directorygamra/ apps/ pi ngpong/ you can find a few simple GAMMA parallel jobs for latency and
bandwidth measurements, which can also be used for tektirfgnctionality of GAMMA. A Makefile is provided
to compile them.

The most important of such programspisng_pong. ¢c. The executabl@i ng_pong performs a number of
message round-trips in order to measure the average GAMM#ramication delay between two nodes. To run
it, you must simply invokepi ng_pong followed by an argument, namely, the size in bytes of the ags$o be
exchanged. If size is zero, then the program will output theway latency time (half the round-trip time)/isec;
otherwise, it will output the one-way throughput in MByte¢®@mputed as the message size divided by half the
average round-trip time. The source cod@bhg_pong contains a number of options, in the form of C constants
that can be “defined” or “undefined” at will; for instance, yoan choose the specific GAMMA communication
routine to be used for the test (best-effort, flow-contalletc.) by acting over constantiSE_2P, USE_| SEND,
USE_FLOWCTL.

Another simple but interesting GAMMA parallel program biar ri er. ¢, undergamra/ apps/ barr/
(there is also a Makefile for building the executable). Onompmiled, the executablear ri er takes one ar-
gument, namely, a numb&, and measures the average barrier synchronization time@hprocesses in the
cluster. N is not allowed to exceed the total no. of nodes in the clustdtiptied by the maximum number of
process instances allowed per node.

For other GAMMA applications, explore the directoggnma/ apps/ . Please note, most of these sample
programs are very old and not maintained at all.

12.4 Running GAMMA parallel jobs written in FORTRAN

Underganma/ apps/ pi ngpong/ f ort ran/ you can find a sample “ping-pong” GAMMA parallel program
written in FORTRAN, plus a Makefile to compile it (which howerwses thé 2c translator, instead of thie77
compiler). Basically, this program is there only to test géan compile and run.

To launch it, you must use the utility scrigammar un (see Section 9.1.2). Type:

gammarun 2 pingpong

where the “2" specifies the number of computing nodes inwbinghe application run.

12.5 Restarting the network after a crash

GAMMA is still far from being a perfectly stable communicati system. If something goes wrong during a run
of a GAMMA parallel application, and your network appear®éono longer working, you might try the following
recovery procedure which works in most (but not all) cases.

Let us suppose the device operated by the GAMMA driver is segrdev/ et hl on all the PCs. Then, on
each PC invoke:

gammar eset vm
gammaget confi g
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As a better alternative, on just one of the PCs (at your chgioa might invoke the scripgamrar eset al |
(see Section 9.1.2).
Even better, run the scrigammacredital | -r (see Section 12.6).

12.6 Adjusting the size of GAMMA flow control credits

In some cases, it might be helpful to act upon the size of thditsrin the GAMMA credit-based flow control (see
Sections refflowctl.

To adjust the credit size, you can run the utilggnmacr edi t (see Section 9.1.2) on each PC in the cluster,
followed byganmmar eset al | (see above). As an alternative, on just one of the PCs (atglmice) you might
invoke the scripganmacr edi t al | (see Section 9.1.2 again).

For example, by typing:

gammacreditall 12

the credit size is set to 12 packets on all nodes.
To restore the credit size to the default value, type:

gamracreditall -r
To read the current credit size, simply type:

gamracredi tal |

12.7 Adjusting the timeout for missing packets in the GAMMA retransmission algorithm

GAMMA implements mechanisms to detect and possibly retransissing packets. To allow detecting packet
losses, each GAMMA packet travelling from nodeto nodeB is tagged by a unique id numbédi(A, B). The
current value of d( A, B) is incremented by one at each packet transmision fréenB; thus, any node can detect
packet losses by simply checking the sequences of id nuntdoggsng its incoming packets.

This mechanism works enough in most cases; there is an éaepowever, namely: if a packet get lost, and
no more packets are transmitted, the missing id number td®edetected. It is therefore necessary to run a
mechanism based ortianeoutat the receiver side, in order to catch all possible pacleses.

In some cases, it might be helpful to act upon the duratiomefiitmeout. Too short a timeout, indeed, might
force unneeded packet retransmissions; on the countoarypihg a timeout turns out into slower recovery from
packet losses.

To tune the duration of the timeout, you can run the utgighmanaxpol | s (see Section 9.1.2) on each PC in
the cluster, followed bganmar eset al | (see above). As an alternative, on just one of the PCs (atglmice)
you might invoke the scripjanmanaxpol | sal | (see Section 9.1.2 again).

For example, by typing:

gammamaxpol | sal | 5000

the timeout is set to approx. 1 sec on all nodes.
To restore the timeout to the default value, type:

gammamaxpol I sall -r

To read the current setting for the timeout, simply type:
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gammamaxpol | sal |

13 Quick troubleshooting

This is a list of common troubles that you might encounter nvhsing GAMMA. For each symptom there is a
temptative diagnosis and one or more suggestions for actiwt could help solve the problem.

This Section is not to be inteded as complete. Future vessidrihis document might hopefully add more
paragraphs to this Section, also with the help of GAMMA users

Symptom You try to launch a GAMMA application but nothing seems to bep.

Suggestions It may depend on many causes. If GAMMA was configured to usebduRmames, check that the
MTU size for the ethernet device was set correctly (Sectif,land that the NICs and the LAN do support Jumbo
Frames. Check whether the GAMMA driver was able to detect@nlde the NIC (Section 10). Check whether
the GAMMA configuration file/ et ¢/ gamma. conf (Section 11) is correct, is present on all PCs and is the same
on all PCs. Check whether the executable file of the GAMMA @pibn is seen on all the involved PCs with the
same absolute pathname. In doubt, recompile the GAMMA jbwéth “verbose” mode turned on (Section 4.3),
then recompile the application and try again.

Symptom You try to launch a GAMMA application and the following megeaappears on the standard output:

gammainit(): Could not read /etc/gamrm. conf

Suggestions The GAMMA configuration file/ et ¢/ gamma. conf (Section 11) could not be read on one or
more PCs in the cluster. Check wheth&t c/ gamra. conf is correct, is present on all PCs and is the same on
all PCs.

Symptom You try to launch a GAMMA application and the following megeaappears on the standard output:

gamma_init(): could not create a virtual GAVMMA

Suggestions GAMMA failed to create some local runtime data structuretie Tost likely reason for this, is
that many GAMMA applications were badly killed before thiseanpt. Invoke the utilityganmacr edi t al |

-r (Section 12.6) on all the PCs in the cluster, then try agdi@AMMA was configured to use Jumbo Frames,
check that the MTU size for the ethernet device was set dbyrgection 12.1, and that the NICs and the LAN do
support Jumbo Frames.
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Symptom You try to launch a GAMMA application and the following megsaappears on the standard output:

gamma_init(): registration failed

Suggestions GAMMA failed to create some runtime data structures acrbesctuster. This might indicate a
communication problem on the LAN. Check whether the GAMMAver was able to detect and probe the NIC
(Section 10). If GAMMA was configured to use Jumbo Framesckhieat the MTU size for the ethernet device
was set correctly (Section 12.1, and that the NICs and the daNupport Jumbo Frames Check whether the
GAMMA configuration file/ et ¢/ gamra. conf (Section 11) is correct, is present on all PCs and is the same o
all PCs.

Symptom You try to launch a GAMMA application and the following megea(or a very similar one) appears
on the standard output:

gamma_init(): launch on node 3 fail ed!

Suggestions GAMMA failed to spawn one or more remote processes of thellphepplication. Check whether
you can run commands on remote nodesswa (Section 9.2). Check whether the shell variable PWD is exglor
in the user environment (Section 9.2). Check whether thewgable file is seen on all the involved PCs with the
same absolute pathname (Section 9.2).

Symptom You try to launch a GAMMA application and the following megea(or a very similar one) appears
on the standard output:

bash: /root/ pi ngpong/ pi ngpong: No such file or directory

Suggestions Check whether the executable file is seen on all the involvesiwith the same absolute pathname
(Section 9.2).

Symptom You try to launch a GAMMA application and the following megea(or a very similar one) appears
on the standard output:

bash: syntax error near unexpected token ‘(null)/pingpong’
bash: -c¢: Iline 1: *(null)/pingpong 0 - GAMMAHOVE (nul )/ - GAMVA 1’

Suggestions Check whether the shell variable PWD is exported in the uséranment (Section 9.2).

Symptom You try to launch a GAMMA application from a PC in the clusteddathe PC itself suddenly crashes.
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Suggestions This is a rare consequence of a (not yet fully understood) dfterting the initial phases of a
GAMMA job launch. The only solution is to reset the crashedsP@n thegamacredi tal | -r script, and
try launching again.

Symptom A GAMMA parallel program stops or freezes during run, anddimesg command on all or some
processing nodes shows messages similar to these ones:

sys_gamma_send(): par_pid 1, out_port 1, progno 3. Failure

sys_gamma_send(): par_pid 1, out_port 1, progno 3. Fail after 10 trials

Suggestions This usually indicates a LAN hardware problem; check youNardware (especially the cables).
It might also indicate a very congested LAN, where a tranamgitNIC could not send packets for too long a time.

Symptom During execution of a GAMMA parallel jobsinesg command on all or some processing nodes
shows the following message, repeated a number of times:

sysgamma_pol I (): no pkts for a long tine. Testing frane seq # and credits...

Suggestions This might indicate three very different conditions, naynel

e The duration of the retransmission timeout (Section 1A Tpd short. This forces numerous yet unneeded
checks for missing packets. Use thermanmaxpol | sal | utility (see Section 12.7) to decrease the value
of the timeout.

e The running parallel job congests the LAN switch, and thaneefa lot of packets get lost. This might
result into slower completion of the job. You probably neatifierent, more performing but possibly more
expensive interconnect; as an alternative, you might tmadify the parallel program in order to enforce a
better communication pattern among cooperating procegshe parallel job.

e A process instanca of your parallel job expects messages from some other pgagst&anceB, butB is not
transmitting (because of reasons depending on your afipidaAfter waiting for a while A will probe the
network for possible loss of messages. You can ignore thisialobehaviour, unless you see that your job
does not make progress for too long a time.

Symptom The GAMMA test progranpi ng_pong works with messages of size below 1500 bytes, while does
not work with larger messages.

Suggestions You configured GAMMA to use Jumbo Frames (see Section 4.8)yduwr NIC and/or switch does
not support them, or the MTU size for the network device is seitto the proper value. In the former case,
configure GAMMA again and make sure the Jumbo Frames feautisabled. In any case, check out and set the
correct MTU size for the network device (see Section 12.1).
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Symptom Your parallel job experiences occasional slow-downs optary hang-ups, and the following mes-
sage frequently appears in the output of dmesg command at some nodes of your cluster:

txflushring(): NCrestarted

Suggestions You configured GAMMA to use Jumbo Frames with the Intel PROOLBICs (see Section 4.3).
These NICs may become unreliable when Jumbo Frames areednadlble probability of hang-up increases if your
parallel job is such that each node sends messages to nusneheuw nodes, or the MTU size is greatly larger than
the standard 1500 bytes. If you experience this kind of gmoblconfigure GAMMA again and disable the Jumbo
Frames feature. Also, make sure to set the standard MTUaizbd network device (see Section 12.1).
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