Abstract—In this paper, we present a new model of class-based Algol-like programming languages inspired by automata-theoretic concepts. The model may be seen as a variant of the "object-based" model previously proposed by Reddy, where objects are described by their observable behaviour in terms of events. At the same time, it also reflects the intuitions behind state-based models studied by Reynolds, Oles, Tennent and O'Hearn where the effect of commands is described by state transformations. The idea is to view stores as automata, capturing not only their states but also the allowed state transformations. In this fashion, we are able to combine both the state-based and event-based views of objects. We illustrate the efficacy of the model by proving several test equivalences and discuss its connections to the previous models.

I. INTRODUCTION

Imperative programming languages provide information hiding via local variables accessible only in their declaring scope. This is exploited in object-oriented programming in a fundamental way. The use of such information hiding in everyday programming can be said to have revolutionized the practice of software development.

Meyer and Sieber [18] pointed out that the traditional semantic models for imperative programs do not capture such information hiding, even though researchers working in the area were probably aware of the issues much earlier. Rapid progress was made in the 1990’s to address the problem. O’Hearn and Tennent [24] proposed a model using relational parametricity to capture the independence of data representations. Reddy [28] proposed an alternative event-based model which hides data representations entirely. Both of the models have been proved fully abstract for second-order types of Idealized Algol (though this does not cover “passive” or “read-only” types) [20, 21]. Abramsky and McCusker [1], and subsequently with Honda [2], refined the event-based model using games semantics and proved it fully abstract for full higher-order types.

Despite all this progress, the practical application of these models for program reasoning had stalled. As we shall see, “second-order functions” in Idealized Algol only correspond to basic functions (almost zero-order functions) in the object-oriented setting. The event-based model is a bit removed from the normal practice in program reasoning, while the applicability of the parametricity model for genuine higher-order functions has not been investigated. In fact, Pitts and Stark [27] showed in “awkward example” in a bare bones ML-like language, which could not be handled using the parametricity technique.

The present work began in the late 90’s with the motivation of bridging the gap between state-based parametricity models and the event-based models, because they clearly had complementary strengths. These investigations led to an automata theory-inspired framework where both states and events play a role [29, 32, 31]. However, it was noticed that the basic ingredients of the model were already present in the early work of Reynolds [35]. The subsequent work focused on formalizing the category-theoretic foundations of the framework, documented in Dunphy’s PhD thesis [9, 10], but the applications of the framework remained unexplored.

The interest in the approach has been renewed with two parallel developments in recent work. Amal Ahmed, Derek Dreyer and colleagues [3, 7, 8] began to investigate principles for higher-order ML-like languages where similar ideas have reappeared. In the application of Separation Logic to concurrency, a technique called “deny-guarantee reasoning” has been developed [5, 6] where, again, a combination of states and events is employed. With this paper, we hope to provide a denotational semantic foundation for these techniques and stimulate further work in this area.

II. MOTIVATION

In this section, we informally motivate the ideas behind the new semantic model.

The two existing classes of semantic models for imperative programs are state-based parametricity models, formulated by O’Hearn and Tennent [24] and event-based models, formulated by Reddy [28]. Both of them were first presented for Algol-like languages, and later adapted to object-oriented programs [33].

In the state-based model, an object is described as a state machine with

- a state set Q,
- the initial state when the object is created, $q_0 \in Q$, and
- the effect of the methods on the object state.

For example, a counter object with methods for reading the value and for incrementing the state can be semantically described by:

$$M = \langle Q = \text{Int}, 0, \{\text{val} = \lambda n. n, \text{inc} = \lambda n. n + 1\} \rangle$$

Here, val is given by a function of type $Q \rightarrow \text{Int}$ and the effect of inc is given by a function of type $Q \rightarrow Q$. (We are ignoring the issues of divergence and recursion.) An alternative state machine for counters using a different representation (negative numbers) is described by:

$$M' = \langle Q' = \text{Int}, 0, \{\text{val} = \lambda n. (-n), \text{inc} = \lambda n. n - 1\} \rangle$$
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The behavioral equivalence of the two implementations of counters can be established by exhibiting a simulation relation between the state sets:

\[ n [ R ] n' \iff n \geq 0 \land n' = -n \]  

and showing that all the operations “preserve” the simulation relation.

In contrast, the event-based description constructs a vocabulary of “events” for the methods of the object, e.g.,

\[ \{(val, n) | n \in \text{Int}\} \cup \{(inc, *)\} \]

The event \((val, n)\) represents the event of the method \(val\) being called and returning an integer \(n\), and the event \((inc, *)\) represents the event of the method \(inc\) being called and terminating. The behaviour of the objects is then represented by their trace sets, i.e., sets of sequences of events that can be observed from the object. The trace set of counter objects can be depicted graphically, as shown in Fig. 1. The trace set is the set of all paths of the graph starting at the top node. The two distinct implementations of counter objects have exactly the same trace set in the event-based description. In this sense, the event-based description is more “extensional” than the state-based one. It describes the objects without any reference to their internal representations or how the results are computed. However, multiple traces that have the same effect on the internal state of the object might be represented differently in the semantics.

A second, more subtle, difference between the two models is that the event-based description captures the irreversibility of state change. The action of incrementing the counter overwrites the old state of the counter and it is not possible to go back to the old state. For example, if we pass a counter object to a procedure, we can be sure that, after the procedure returns, the value in the counter could be no less that what it was before the call. This fact is obvious in the event-based description. The traces incorporate the direction of time. The state-based models do not have a direction of time and often contain a variety of “snapback” operators in their mathematical domains which violate the direction of time [24, 28]. Ofsetting this technical deficiency, the state-based model has the advantage of being highly intuitive and quite familiar from traditional reasoning principles of programs.

In this paper, we define a new model that combines the advantages of the state-based and event-based models. For this purpose, we turn to automata theory. A semiautomaton in automata theory is a triple \((Q, \Sigma, \alpha)\), where \(Q\) is a set of states, \(\Sigma\) is a set of action symbols – representing state transitions – and a function \(\alpha : \Sigma \times Q \rightarrow Q\) describing the effect of action symbols on states. The transition function is then extended to sequences of action symbols \(\Sigma^* \times Q \rightarrow Q\). From this point of view, it is clear that the “state-based description” is focusing on state sets \((Q)\) whereas the “event-based description” is focusing on the action symbols \((\Sigma)\). A more abstract form of semiautomata is studied in algebraic automata theory [12, 14], called transformation monoids. The essential idea is to replace the free monoid of actions \(\Sigma^*\) by a monoid of state transformations \(T \subseteq [Q \rightarrow Q]\). Such a monoid has an implicit action on states \(\alpha : T \times Q \rightarrow Q\), viz., function application \(\alpha(a, q) = a(q)\). An automata-theoretic model of objects can now be given in four parts:

- a state set \(Q\),
- a monoid of state transformations \(T \subseteq [Q \rightarrow Q]\),
- the initial state of the object, \(q_0 \in Q\), and
- the effect of the methods on the object state as well as the state transformations.

For example, the automata-theoretic model of counter objects corresponding to \(M\) is:

\[ N = (Q = \text{Int}, T = \text{Int}^+, 0, \{\text{val} = \lambda n. n, \text{inc} = \lambda n. n + 1\}) \]

Here, \(\text{Int}^+ = \{\lambda n. n + k \mid k \geq 0\}\) is the set of allowed transformations that only increase the value of the internal state. Note that it is a monoid: \((\lambda n. n + k) \cdot (\lambda n. n + k') = \lambda n. n + (k + k')\). The type of \(val\) is \(Q \rightarrow \text{Int}\) as before, but the type of \(inc\) is \(T\). Any state change operations in methods are interpreted in \(T\). So, they must be among the allowed transformations of the state machine.

The automata-theoretic model corresponding to \(M'\) is:

\[ N' = (Q' = \text{Int}, T' = \text{Int}^-, 0, \{\text{val} = \lambda n. -n, \text{inc} = \lambda n. n - 1\}) \]

Proving the equivalence of the two state machines requires us to exhibit two relations: a relation \(R_Q\) between the state sets and a relation \(R_T\) between the state transformations:

\[ n [ R_Q ] n' \iff n \geq 0 \land n' = -n \]
\[ a [ R_T ] a' \iff \forall n, n'. a(n) \geq n \land a'(n') - n' = -(a(n) - n) \]  

The two relations have to satisfy some coherence conditions, which are detailed in Sec. IV. Using these relations, it is possible to prove, for instance, that a procedure that takes a counter as an argument can only increase the value of the counter (as visible from the outside). The transformation components in the state machines provide a direction of time, which is absent in the purely state-based model.
While simulation relations are useful for proving the equivalence of two implementations of classes, they form an instance of a general theory of relational parametricity which works for relations of arbitrary arity [13, 22]. The case of “unary relations” is particularly noteworthy because it gives us a new notion of invariants. Our theory therefore posits that invariants of classes again come in two parts: one on state sets and one on state transformations. The invariants for counter objects represented by \( N \) are:

\[
\begin{align*}
P_Q(n) & \iff n \geq 0 \\
P_T(a) & \iff \forall n. a(n) \geq n
\end{align*}
\]

(3)

State invariants are well-known from traditional reasoning methods, while the invariant properties of transformations might be called “action invariants” or “transition invariants”.

The recent work on reasoning about state has focused on higher-order procedures and higher-order state, in particular the work of Ahmed, Dreyer and colleagues [3, 7]. This work has brought home the fact that the traditional theory of Algol-like languages fails to be abstract for higher-order procedures. We illustrate the problem with an example from Pitts and Stark [27], which was termed an “awkward example” in their paper. Consider the following class, written in the IA+ language [33]:

\[
C = \text{class} \xrightarrow{\text{comm}} \text{comm} \\
\text{local} \ Var[\text{int}]\ x; \ \\
\text{init} \ x := 0; \\
\text{meth} \ \{ m = \lambda c. x := 1; c; \text{test}(x = 1) \} \\
\text{test}(b) \triangleq \text{if} \ b \ \text{then skip else diverge}
\]

This class provides a single method of type \( \text{comm} \rightarrow \text{comm} \), i.e., a procedure that takes a command-typed argument. (This is a call-by-name language, where commands can be passed as arguments, but similar examples can be constructed using call-by-value as well.) The problem is to argue that the method always terminates. Intuitively, one might expect that this should always be the case because the local variable \( x \) is only available inside the class. However, the intuition is not a very good guide here because the methods are higher-order. When the method of \( C \) invokes the argument command \( c \), it is possible for \( c \) to alter \( x \). For example, the following client does so:

\[
\text{new } C \ p. (p.m \ (p.m \ \text{skip}))
\]

When the outer call to \( p.m \) is executed, it sets \( x \) to 1 and calls its argument \( c \equiv p.m \ \text{skip} \). Since the argument in turn calls \( p.m \), it has the effect of setting \( x \) to 1. So, the argument that \( c \) does not have “access” to \( x \) is not sound.\(^2\)

\(^2\)Both the state-based and the event-based models have been proved fully abstract for second-order Algol types. Translated to object-oriented languages, this amounts to saying that they can prove the equivalence of classes whose methods take at best value-typed, i.e., state-independent, arguments. If the methods take higher-type arguments, e.g., other procedures, then the full abstraction results do not apply.

A more sophisticated argument for the termination of \( C \)'s method notes that the only change that a call to \( c \) can make to \( x \) is setting it to 1. Therefore, at the end of the call to \( c, x \) is still 1, and so the test should succeed. However, as noted by Dreyer et al. [7], this cannot be proved by the usual “invariant-based” reasoning, i.e., by exhibiting relations on states. The state-invariant for the class states that \( x \) can be 0 or 1, and this will be true after the call to \( c \). However, it is not enough to show that \( x \) will indeed be 1. Instead, one must use relations on state transformations.

In our framework, we start by defining a two-part invariant for the class:

\[
\begin{align*}
P_Q(x) & \iff x = 0 \lor x = 1 \\
P_T(a) & \iff a = (\lambda n. n) \lor a = (\lambda n. 1)
\end{align*}
\]

(4)

To maintain \( P_T \) as an “invariant”, the method \( m \) must restrict its actions to those satisfying \( P_T \), while assuming that the argument \( c \) does so as well. So, by assumption, the call to \( c \) will either leave \( x \) unchanged or set it to 1. In either case, the value of \( x \) at the end of \( c \) will be 1. So, the method always terminates.

The phenomenon exhibited in this example is termed a “reentrant callback” [4]. The method \( m \) calls back the client program which can then reenter the object. Such reentry is in general unsafe because the state invariant may not be true at the point of reentry. Our example illustrates how to reason about safe cases where the state invariant is not at play.

Other examples discussed by Dreyer et al. [7] can be verified similarly, as long as they fit within our framework — with only ground-typed state and no control effects. We show some of the details in Sec. VI.

Two-state predicates: Predicates of the form \( R(s, s') \) that relate two states, one in the past and one in the future, have been used for stating properties of objects spanning multiple method calls [17, 38], and dubbed “history invariants” in recent work [16]. In this formalism, \( s \) and \( s' \) refer to the pre-state and post-state of some arbitrary sequence of method calls made on an object. History invariants can be viewed as special cases of action invariants with a compact representation. If \( R \) is a history invariant, then there is a corresponding action invariant \( P_T \) is given by:

\[
P_T(a) \iff \forall s, R(s, a(s))
\]

For instance, the history invariant for counter objects \( N \) given by \( R(n, n') \iff n \leq n' \) corresponds to the action invariant given in (3). However, action invariants form a more expressive class of properties than history invariants. We do not know how important this might be in practice. We also do not know of a similar compact representation that can be used for simulation relations that relate different data representations.

III. PRELIMINARIES

The programming language we use in this paper is the language IA+ described in [33], which represents Idealized Algol [35] extended with classes.
Recall that Idealized Algol is a call-by-name simply typed lambda calculus (with full higher-order procedures including the potential for aliasing and interference), with base types supporting imperative programming. These base types include

$$\text{val}[\delta], \text{exp}[\delta], \text{comm}$$

where $\delta$ ranges over “data types” such as int and bool.

To support classes, we use a type constructor $\text{cls}$ so that $\text{cls } \theta$ is the type of classes whose method suite is of type $\theta$. So, $\theta$ is the interface type of the class. The language comes with a family of predefined classes $\text{Var}[\delta]$ for assignable variables of type $\delta$, whose type is

$$\text{Var}[\delta] : \text{cls} \{ \text{get} : \text{exp}[\delta], \text{put} : \text{val}[\delta] \rightarrow \text{comm} \}$$

In essence, a variable is treated as an object with a “get” method that reads the state of the variable and “put” method that changes the state to a given value. User-defined classes are supported using terms of the form

$$\text{class} : \theta$$

local $C \ x$;

init $A$;

meth $M$

where $C$ is another class, $x$ is a locally bound identifier for the “instance variable,” $A$ is a command for initializing the instance variable, and $M$ is a term of type $\theta$ serving as the method suite. For simplicity of exposition, we only consider “constant classes” in the main body of the paper, which are defined by closed terms of type $\text{cls } \theta$. See Appendix for a treatment of general classes with free identifiers.

Instances of classes are created in commands using terms of the form

$$\text{new } C \ o \ . \ B$$

whose effect is to create an instance of class $C$, bind it to $o$ and execute a command $B$ where $o$ is allowed to occur as a free identifier. So, thinking of the binding $o. B$ as a function, $\text{new}$ is effectively a constant of type:

$$\text{cls } \theta \rightarrow (\theta \rightarrow \text{comm}) \rightarrow \text{comm}$$

Possible world semantics

Semantics of Algol-like languages is normally given using a category-theoretic possible world semantics, where the “worlds” represent the shapes of the store [35]. (See [41, 40] for a tutorial exposition.) A simple form of worlds can be simply sets of locations [23], but more abstract treatment can be obtained by using sets of states or other sophisticated structures, which still represent shapes of store in some form.

We give a brief explanation of the intuitions using a location-based idea of worlds. In this setting, a world $W$ is simply a finite set of locations. Each type of the programming language $\theta = \text{val}[\delta], \text{exp}[\delta], \text{comm} \ldots$ has an associated set of values $[\theta](W)$ specific to the world $W$. For example, $[\text{comm}](W)$ is the set of state transformations for the locations in $W$. A larger store $X \supseteq W$ can be obtained by allocating new locations within a program. We call it a possible “future world” of $W$.\(^3\) Whenever $X$ is a future world of $W$, all values in a semantic type $[\theta](W)$ can be re-expressed as values in $[\theta](X)$. For example, a command meaning $c \in [\text{comm}](W)$ alters only the locations in $W$. So, it can be regarded as a command meaning $c' \in [\text{comm}](X)$ which still alters the same locations and leaves the new locations in $X$ unchanged.

These ideas can be expressed succinctly in the language of category theory. The possible worlds form a category $W$. The objects of $W$ are just the possible worlds. The morphisms $f : X \rightarrow W$ represent ways in which a world $X$ can be treated as a future world of $W$. (In the location-based setting, there is exactly one way in which $X$ can be a future world of $W$, but we make no commitment to such a condition in general.) Composition of morphisms represents the idea that a future world of a future world is a future world, the identity morphisms represent the idea that every world is a future world of itself in a canonical way, and all the axioms of categories have a straightforward interpretation in this reading.

A programming language type $\theta$ provides:

- for each world $W$, a collection of values $[\theta](W)$, and
- for each morphism $f : X \rightarrow W$, a function $[\theta](f) : [\theta](W) \rightarrow [\theta](X)$ restating values at current world $W$ as values at future world $X$.

This can be expressed succinctly by stating that $[\theta]$ is a contravariant functor:

$$[\theta] : W^{op} \rightarrow \text{CPO}$$

where CPO is the category of directed-complete partial orders and continuous functions. The use of CPO as the target category of $[\theta]$ allows us to interpret recursion at type $\theta$. However, see Remark 1 for an additional condition. The fact that the functor is contravariant is not significant. We could have made it a covariant functor by orienting the morphisms in $W$ to go from the current worlds to future worlds. Our choice of orienting $f : X \rightarrow W$ from future world $X$ to current world $W$ is meant to represent the intuition that $f$ extracts (or “builds”) a $W$-shaped store from an $X$-shaped store.

Relational parametricity

To incorporate relational parametricity, we extend categories with relations so that we formally work in reflexive graphs of categories [24, Sec. 7]. Intuitively, this means that we use two-dimensional categorical structures, where morphisms occupy one dimension and “relations” between categorical objects occupy the second dimension, as in the diagram below:

$$\begin{array}{c}
X \\
\downarrow f \\
Y \\
\uparrow R \\
X' \\
\downarrow f' \\
Y'
\end{array}$$

\(^3\)The term “future” in this context refers to the entering of binding contexts, not to the process of command execution. So, it does not preclude the deallocation of local variables at the end of their binding contexts.
A diagram of this form, called a relation-preservation square, represents the property that the morphisms \( f \) and \( f' \) map \( R \)-related arguments to \( S \)-related results. The textual notation for the property is \( f \{ R \to S \} f' \).

The reflexive graphs we work with are called parametricity graphs [9, 10]. They incorporate additional axioms to capture the idea that relations in the vertical dimension indeed behave like “relations” in the intuitive sense. The term op-parametricity graph is used to describe the structure \( W \) whose dual, \( W^{\text{op}} \), is a parametricity graph. Our possible worlds form an op-parametricity graph.

The term PG-functor is used to denote maps between parametricity graphs. It involves a pair of functors, one for the category of objects and morphisms, and the other for the category of relations and relation-preservation squares. So, the overall structure of our interpretation is

\[
[\theta] : W^{\text{op}} \to \text{CPO}
\]

where \( W \) is an op-parametricity graph, CPO is a parametricity graph of cpo’s (with directed-complete relations as relations) and \([\theta] \) is a PG-functor.

Remark 1 For the category of such PG-functors to be cartesian-closed, there is an additional requirement that the PG-functors should factor through the embedding of CPO in CPO:

\[
W^{\text{op}} \xrightarrow{\text{functor}} \text{CPO}_\perp \hookrightarrow \text{CPO}
\]

which means basically that each \([\theta](W) \) should be a pointed cpo, each \([\theta](f) \) should be a strict continuous function, and each \([\theta](R) \) should be (pointed) complete relation.

The focus of this paper is on defining a suitable category (or, rather, an op-parametricity graph) \( W \). This is where automata-theoretic ideas come in. Defining the semantics itself follows more or less along the traditional lines [20, 24].

IV. TRANSFORMATION MONOIDS

Our first objective is to postulate a suitable mathematical structure for modelling the shapes of stores (which then give rise to a category of possible worlds). In the state-based models of [24, 26], the store shapes are essentially sets of locations, even though they are treated somewhat more abstractly as state sets. As a result, there is an implicit assumption that the states can be modified in every possible way. In the event-based models of [19, 28], the store shapes are general objects with designated events allowing state modification. However, events lack a good notion of composition. We are aiming for something in between, which would be fairly intuitive while restricting state modifications to the allowed ones. For this purpose, we turn to automata theory.

A semiautomaton is usually represented as a triple \((Q, \Sigma, \alpha)\) where \(Q\) is a set (of “states”), \(\Sigma\) is a set (of “events”), \(\alpha : \Sigma \to [Q \to Q]\) is a function interpreting each event as a state-transformation function. (A semiautomaton differs from a normal automaton in that it does not specify a start state or final states. It describes the generic behaviour of a state machine rather than a particular instance of the machine.) The interpretation function is immediately extended to sequences of events, \(\alpha : \Sigma^* \to [Q \to Q]\) so that the monoid operation is preserved \(\alpha(st) = \alpha(s) \cdot \alpha(t)\) where “.” denotes sequential composition in \([Q \to Q]\).

To move towards genuine composition instead of sequences, we replace \(\Sigma\) by a set of transformations \(T \subseteq [Q \to Q]\) which should be closed under sequential composition and the unit transformation. In other words, \(T\) is a submonoid of \([Q \to Q]\).

We think of the elements of \(T\) as “actions,” representing a more abstract form of “events” that are composable. There is an implicit interpretation function \(\alpha : T \to [Q \to Q]\), which is just the injection. So, we are just left with a pair \((Q, T)\) as our mathematical structure, which is called a transformation monoid [12, 14].

Notation: We regard partial functions from \(A\) to \(B\) as total functions from \(A\) to \(B_\perp\), but continue to use the notation \(f : A \to B\) for such functions. The set of such functions \([A \to B]\) forms a directed complete partial order (dcpo) under the pointwise order (has sups of directed sets) and is pointed (has a least element). The \(\to\) notation is also extended to functions and relations:

\[
\begin{align*}
(A \to B) & = [A \to B_\perp] \\
(f \to g) & = [f \to g_\perp] \\
(R \to S) & = [R \to S_\perp]
\end{align*}
\]

Recall that \(g_\perp\) is the extension of a function \(g : B \to B'\) to a strict function \(B_\perp \to B'_\perp\) sending \(\perp\) to \(\perp\). Likewise, \(S_\perp = S \cup \{(\perp, \perp)\}\). We write the sequential composition of “partial functions” as \(f \cdot g\) or as \(f; g^*\). When \(x \in A_\perp\) and \(y \in B_\perp\), we use the notation:

\[
[x, y]_\perp = \begin{cases} 
\perp, & \text{if } x = \perp \text{ or } y = \perp \\
(x, y), & \text{otherwise}
\end{cases}
\]

Terminology: Recall that a monoid is a set with an associative binary operation, denoted “.”, and a unit element for this operation. The set of all (finite) sequences over a set \(\Sigma\) forms a monoid \(\Sigma^*\) with concatenation as the binary operation and the empty sequence serving as the unit element. The set of all transformations \(T(Q) = [Q \to Q]\) forms a monoid under sequential composition “.” with the unit being the injection \(\text{null}_Q : Q \to Q\). In addition to being a monoid, \(T(Q)\) is a pointed cpo (in fact a bounded complete cpo) under the pointwise ordering with the least element being the constantly-\(\perp\) function \(\perp\). We use the term complete ordered monoid to refer to a monoid that is also a pointed cpo, and the multiplication is a strict, continuous function.

A complete ordered submonoid (or simply a “submonoid” when the context is clear) is a subset that is not only closed under the unit and multiplication but also contains the least element and the sup’s of directed sets. A morphism of complete

\footnote{Even though we treat the monoid of partial function transformations, other notions of transformations can be similarly treated. For example, nondeterministic functions of type \(Q \to 2^Q\) are common in automata theory. Strict functions \(Q_\perp \to Q_\perp\), as in [21], can also be used for getting rid of some forms of “snapback” effects.}
ordered monoids is a monoid morphism that is also strict and continuous.

A transformation monoid (tm) is a pair \( X = (Q_X, T_X) \) where \( Q_X \) is a set (of “states”) and \( T_X \) is a submonoid of \( T(Q_X) \). A relation of transformation monoids \( R : X \leftrightarrow X' \) is a pair \( R = (R_Q, R_T) \)

\[
\begin{array}{c}
X \\
R = \begin{pmatrix}
Q_X \\
R_Q \\
Q_{X'} \\
R_T \\
T_X \\
R_T \\
T_{X'}
\end{pmatrix}
\end{array}
\]

where \( R_Q \) is a normal set-theoretic relation and \( R_T \) is a complete ordered monoid relation (relation compatible with the units, multiplication, least elements and sup’s of directed sets) such that \( R_T \subseteq [R_Q \rightarrow R_Q] \). When there is no cause for confusion, we omit the subscripts in \( R_Q \) and \( R_T \), e.g., we may write \( q[R] q' \) for states and \( a[R] a' \) for actions, using the context to distinguish the uses. There is an identity relation \( I_X : X \leftrightarrow X \) for every \( X \), given by \( I_X = (\Delta Q_X, \Delta T_X) \) consisting of the diagonal relations (equality relations) on states and transformations.

Intuitively, the transformations in \( T_X \) represent the allowed actions on the store which may be executed by commands in the methods of objects. The transformation sets \( Int^+ \) and \( Int^- \) used in the counter objects of Sec. II represent this idea. The combinators in the programming language for sequential composition, skip and recursion motivate the condition that \( T_X \) should be an ordered monoid. However, it turns out that this condition is not enough. A command in the programming language can also read the information from the state and tailor its actions based on that information. Such state-dependent actions need to be represented by an operation in the transformation monoids.

Reynolds [35] noticed the problem and proposed an operation called the “diagonal” operation. We write it as \( \text{read}_X \) with the type \( (Q_X \rightarrow T_X) \rightarrow T_X \) because it has the effect of “reading” the initial state. It has a straightforward definition:

\[
\text{read}_X(p) = \lambda x : Q_X. \ p(x)(x)
\]

The intuition is that given a state-dependent action \( p \), \( \text{read}_X(p) \) is a state transformation that reads the initial state \( x \), uses it to satisfy the state dependence of \( p \) and executes the resulting action. The expression on the right hand side is in \( [Q_X \rightarrow Q_X] \). The closure condition we need is that it should be in \( T_X \). A transformation monoid \( X \) that is closed under the Reynolds diagonal operation will be called a Reynolds transformation monoid (or “rtm” for short). A relation of rtm’s is a relation of \( X \)’s \( R = (R_Q, R_T) \) that is compatible with the Reynolds diagonal operation:

\[
\text{read}_X \ [(R_Q \rightarrow R_T) \rightarrow R_T] \ \text{read}_X,
\]

\( \text{Remark 2} \) The read-closure condition involved in Reynolds transformation monoids is a little too strong. It essentially assumes that the clients of objects can read the entire state of the objects. However, objects normally permit only a small portion of their state to be read by clients. The condition can be relaxed by adding to the structure of automata not only state transformations but also state readers [29]. We leave the details to be worked out in future work.

\( \text{Examples of relations} \)

Transformation monoids place an upper bound on the transformation components of relations \( R_T \) (which should be included in \( [R_Q \rightarrow R_Q] \)). But there is no lower bound other than the trivial one: \( \{\text{null}_X, \text{null}_X^\prime\}, (\bot, \bot) \}. \) Reynolds transformation monoids require \( R_T \) to be closed under the read operations, placing a requirement on what should be included in \( R_T \).

1) It is always permissible to pick \( R_T \) to be \( [R_Q \rightarrow R_Q] \) for any given state relation \( R_Q \). However, this choice of \( R_T \) means that we are not using the additional degree of freedom available in the transformation components of tm’s.

2) For a more interesting example, consider the relation \( R : (\text{Int}, T(\text{Int})) \leftrightarrow (\text{Int}, T(\text{Int})) \) defined by:

\[
\begin{align*}
&n \ [R] \ n' \iff n = n' \\
&a \ [R] \ a' \iff a = a' \land (\forall n. a(n) = \bot \lor a(n) \geq n)
\end{align*}
\]

The relation is really a “unary” relation (or “invariant”) represented in binary form. While the state part of the invariant is unconstrained, the transformation part states that the integer value of the state can only increase during command execution. Such a constraint may be thought of as a “transition invariant” or “step invariant.” To check that it preserves the read operation, suppose \( p \) is related to itself by \( R_Q \rightarrow R_T \), i.e., for all states \( n \), \( p(n) \) is related to itself by \( R_T \). Then \( p(n)(n) \) is either \( \bot \) or a larger integer than \( n \). So, \( \text{read}(p) \) is related to itself by \( R_T \).
3) As a binary version of the above example, consider \( R : (\text{Int}, T(\text{Int})) \leftrightarrow (\text{Int}, T(\text{Int})) \) defined by:

\[
\begin{align*}
n \mid [R] n' & \iff n \geq 0 \land n' = -n \\
a \mid [R] a' & \iff \forall n, n'. n' = -n \implies a(n) = a'(n') \\
& \quad \land (a(n) \geq n \land a'(n') - n' = -(a(n) - n))
\end{align*}
\]

This relates transformations \( a \) and \( a' \) whenever \( a \) increases the integer state by some amount and \( a' \) decreases the state by the same amount. In comparison to the original action relation in (2), we are having account for divergence and we have also added \( n' = -n \) as a precondition. The latter is needed for the relation to be compatible with the read operation.

4) As a trivial example, consider \( R = (R_Q, R_T) \) where 
\( R_Q \) is arbitrary and \( R_T = \{ (a, a') | a \subseteq \text{null}_X \land a' \subseteq \text{null}_X \} \). Then, assuming \( p[R_Q \rightarrow R_T] \) \( p' \), and \( s[R_Q] s' \), we have \( p(s) \subseteq \text{null}_X \land p'(s') \subseteq \text{null}_X \), which implies \( \text{read}_X(p) \subseteq \text{null}_X \) and \( \text{read}_X(p') \subseteq \text{null}_X \).

The following result is technical, but it gives some intuition for the strength of the read-closed condition.

**Lemma 3 (Down-closure)** 1) In an rtm \((Q_X, \mathcal{T}_X)\) the transformation component is down-closed, i.e., \( a \in \mathcal{T}_X \) and \( a' \subseteq a \implies a' \in \mathcal{T}_X \).

2) If \( R : (Q_X, \mathcal{T}_X) \leftrightarrow (Q_Y, \mathcal{T}_Y) \) is a relation of rtm’s, the transformation component \( R_T \) is “parallel down-closed”, i.e., \( a \mid [R_T] b, (a', b') \subseteq (a, b) \land a' \mid [R_Q \rightarrow \mathbb{T}] b' \implies a' \mid [R_T] b'. \) \( (\mathbb{T}) \) is the universally true relation.

**Morphisms**

We will designate some of the relations of rtm’s as “morphisms” so that they can be used to talk about possible worlds.

Note that, whenever \( f : A \rightarrow A' \) is a set-theoretic function, its function graph is a binary relation \((f) : A \leftrightarrow A' \). If \( f : A \leftrightarrow A' \) is a relation, we write \( f^{-1} : A' \leftrightarrow A \) for the converse of \( R \).

A morphism of rtm’s \( f : X \rightarrow W \) is a pair \((f, \tau_f)\) where \( \phi_f : Q_X \rightarrow Q_W \) is a function and \( \tau_f : \mathcal{T}_W \rightarrow \mathcal{T}_X \) is a complete ordered monoid morphism such that the pair \((\phi_f, \tau_f)\) is a relation of rtm’s.

\[
\begin{pmatrix}
Q_X & \mathcal{T}_X \\
\phi_f & \tau_f
\end{pmatrix}
\]

Computationally, the intuition is that, when \( X \) is a future world of \( W \), it extends and possibly constrains the states of the current world. So, it is possible to recover the state information at the level of the current world \( W \) via the function \( \phi_f \). On the other hand, the actions possible in the current world continue to be possible in the future world, which is modelled by the function \( \tau_f \) going in the opposite direction.

The condition that \((\phi_f, \tau_f)\) is a relation of rtm’s amounts to the following properties:

- \( \tau_f \) is a morphism of complete ordered monoids, i.e., it is a strict, continuous function that preserves the unit and the composition.
- the implicit monoid action is preserved:
\[
\alpha_X [(\tau_f) \downarrow \rightarrow [(\phi_f) \downarrow \rightarrow (\phi_f)]] \alpha_W
\]
which can be expressed more directly by writing
\[
\forall a \in \mathcal{T}_W. (\phi_f) \downarrow \tau_f(a) = a \circ \phi_f
\]
- the Reynolds diagonal operation is preserved:
\[
\text{read}_X [[(\phi_f) \downarrow \rightarrow (\tau_f)]] \text{read}_W
\]
which can be written equivalently as, for all \( p \in (Q_W \rightarrow \mathcal{T}_W) \),
\[
\tau_f(\text{read}_W(p)) = \text{read}_X(\tau_f \circ p \circ \phi_f)
\]

The knowledgeable reader will be able to verify that these are precisely the morphisms considered by Reynolds [35], except that he used full transformation monoids where \( \mathcal{T}_X \) is always \( T(Q_X) \).

**A relation-preservation square of rtm’s**

\[
\begin{array}{c}
(Q_X, \mathcal{T}_X) \\
(\phi_f, \tau_f)
\end{array} \quad \begin{array}{c}
(Q_W, \mathcal{T}_W) \\
(\phi_f \circ \mathcal{T}_W, \tau_f)
\end{array}
\]

This data constitutes a cpo-enriched reflexive graph \RTM. (See [10, 24] for the background on reflexive graphs.) The partial order on morphisms \( f, f' : X \rightarrow Y \) is given by:
\[
f \sqsubseteq X \rightarrow Y f' \iff \phi_f = \phi_f' \land \tau_f \sqsubseteq \tau_f'
\]

To the best of our knowledge, these kinds of morphisms and relations between transformation monoids have not been studied in algebraic automata theory. The morphisms considered there generally keep the monoid of actions fixed, whereas our interest is in varying the monoid as well as the state set.

**Lemma 4** \RTM is a cpo-enriched op-parametricity graph, i.e., it is relational, op-fibred and satisfies the identity condition.

\RTM is evidently relational. For op-fibration, we need a strongest post-relation \( \mathcal{R}[f, f'] \) for every \( R, f \) and \( f' \) as in the situation shown below:

\[
\begin{array}{c}
Y \downarrow f \quad X \\
\begin{array}{c}
\uparrow \quad \downarrow \quad \uparrow
\end{array}
\end{array}
\]

We define it as the pair
\[
\mathcal{R}[f, f'] = (R_Q[\phi_f, \phi_f'], \tau_f, \tau_f) \quad R_T
\]
form as sets of states, and the object-based models [20, 33], where stores are viewed as full-blown objects. Compared to the state-based models, we have more “activity” represented in transformation monoids. The allowed state transformations are part of the descriptions. Compared to the object-based models, we have less “activity.” Only the state transformation aspects of the objects are retained in the description.

Nevertheless, the intuitions to be used for understanding the transformation monoids are similar to those of the object-based model. A morphism \( f : X \to W \) may be thought of as a way of constructing a \( W \)-typed object from an \( X \)-typed object. In doing so, all the states of \( W \) should be representable in the \( X \)-typed store. Moreover, all the state transformations needed for \( W \) should be allowed on the \( X \)-typed store. For example, let \( X \) be a store representing a single integer variable and let \( W \) be a store representing a counter object. Then \( X \) allows all possible transformations of the integer state, whereas \( W \) needs only the transformations corresponding to incrementing the counter. Since the latter is a subset of the former, we have a morphism \( X \to W \) (a state change restriction morphism), but there is no morphism in the opposite direction.

These intuitions come into the fore in trying to define “products” of transformation monoids. Suppose \( X = (Q_X, T_X) \) and \( Y = (Q_Y, T_Y) \) are rtm’s denoting two separate stores of locations (along with allowed transformations). We would like to define a product \( X \ast Y \) that corresponds to their combined store. There are two separate ways of doing this, depending on what transformations are allowed on the combined store. The “independent product”, denoted \( X \otimes Y \), allows the two parts of the store to be used independently, with no transfer of information between them. The “dependent product”, denoted \( X \bullet Y \), allows information to be transferred between them.

Independent product
Given transformations \( a \in T_X \) and \( b \in T_Y \), we use the notation \( a \otimes b \) for the transformation in \( T(Q_X \times Q_Y) \) defined by:
\[
(a \otimes b)(x, y) = [a(x), b(y)]
\]
Let \( T_X \otimes T_Y \) denote the monoid of all transformations of the form \( a \otimes b \). Then, the independent product of \( X \) and \( Y \) is defined as
\[
X \otimes Y = (Q_X \times Q_Y, T_X \otimes T_Y)
\]
This is a transformation monoid, but not a Reynolds transformation monoid.

Dependent product
The dependent product \( X \bullet Y \) is defined by:
\[
T_X \ast T_Y = \text{the read-closure of } T_X \otimes T_Y
\]
\[
X \bullet Y = (Q_X \times Q_Y, T_X \ast T_Y)
\]
While \( T_X \otimes T_Y \) represents an independent product of the two stores, its read-closure adds transformations of the form \( \lambda(x, y). a(x, y) \otimes b(x, y) \), allowing transfer of information between the two stores.

V. MODELING STORES
Now that we have the basic definitions of transformation monoids, we would like to present the intuition that they model stores of locations viewed as a rudimentary form of objects. This view point fits somewhere in between the state-based models [21, 24], where stores are viewed in a static

Diagrammatically:

\[
\begin{array}{cccccc}
Q_Y & \phi_f & Q_X & \tau_f & T_X \\
\downarrow R_Q & & \downarrow R_T & & \\
Q_{Y'} & \phi_{f'} & Q_{X'} & \tau_{f'} & T_{X'}
\end{array}
\]

The first component is the strongest post-relation in \( \text{Set} \) which is nothing but the “direct image”:
\[
R_Q[\phi_f, \phi_{f'}] = \{ (x, x') \mid \exists y, y' \ (R_Q) y' \land \phi_f(y) = x' \land \phi_{f'}(y') = x' \}
\]
and the second component is the weakest pre-relation in the reflexive graph of complete ordered monoids which is nothing but the “inverse image”:
\[
[\tau_f, \tau_{f'}]R_T = \{ (b, b') \mid (R_T) \tau_f(b') \}
\]

An op-parametricity graph has a subsumption map whereby each morphism \( f : Y \to X \) is “subsumed” by a relation \( \langle f \rangle : Y \leftrightarrow X \). This is given by \( \langle f \rangle = \text{id}_Y[f] \). In the case of \( \text{RTM} \), this gives \( \langle \langle \phi_f, \tau_f \rangle \rangle = \langle \langle \phi_f \rangle, (\tau_f)^\perp \rangle \).

Examples of morphisms
1) The expansion of a full transformation monoid \((Q, T(Q)) \) with additional state components represented by a set \( Z \), and leading to a larger world \((Q \times Z, T(Q \times Z)) \), is represented by a morphism \( \times Z = (\phi, \tau) : (Q \times Z, T(Q \times Z)) \to (Q, T(Q)) \). Here, \( \phi : Q \times Z \to Q \) is the projection of the \( Q \) component, and \( \tau : T(Q) \to T(Q \times Z) \) is given by
\[
\tau(a)(q, z) = [a(q), z] = (a(q) = \bot) \land (a(q, z))
\]
This example is from [35], and it is easy to verify that \( \times Z \) preserves the implicit monoid action and the Reynolds diagonal.

2) A state change restriction morphism for a tm \((Q_X, T_X) \) restricts the state transformations to a submonoid \( T' \subseteq T_X \). The morphism \( f = (\phi, \tau) : (Q_X, T_X) \to (Q_X, T') \) is given by \( \phi = \text{id}_{Q_X} \) and \( \tau \) the injection of \( T' \) in \( T_X \).

3) A passivity restriction morphism is an extreme case of state change restriction morphism that prohibits all state changes: \( p_X = (\text{id}_{Q_X}, \tau) : (Q_X, T_X) \to (Q_X, 0_X) \) where \( 0_X \) is the complete ordered monoid containing the unit transformation \( \text{null}_{Q_X} \) and all its approximations.

Note that “state set restriction” and “state change constraints” morphisms found in the Tennent’s category of worlds [39] do not have any counterparts in \( \text{RTM} \).
The corresponding relational action \( R \ast S : X \ast Y \leftrightarrow X' \ast Y' \) is a bit involved. The state set component is the expected one: \((R \ast S)_Q = R_1 \times S_Q\). The transformation component is defined as follows:

\[
R \ast S \quad \text{for}\quad \forall x, x', y, y' \quad [R \ast S] \quad (x, y) \implies (\exists a \in Q_x, a' \in Q_{x'}, b \in Q_y, b' \in Q_{y'},
\]

\[
a \in [R] \quad a' \land b \quad [S] \quad b' \land
\]

\[
t(x, y) = (a \land b)(x, y) \quad \land
\]

\[
t'(x', y') = (a' \land b')(x', y')
\]

This says essentially that \( t' \) and \( t \) can be decomposed as \( a \land b \) and \( a' \land b' \) respectively. However, the choice of the witnesses \( a, a', b \) and \( b' \) can depend on the initial states. The witnesses are not uniform across all states. Note that \( a \) and \( b \) depend only on \( x \) and \( y \) whereas \( a' \) and \( b' \) depend only on \( x' \) and \( y' \). We can make this explicit by writing \( a_{xy}, a'_{x'y} \) etc. instead of simple variables \( a, a' \).

The dependent product has projections \( (\pi_1)_{X, Y} : X \ast Y \rightarrow X \) and \( (\pi_2)_{X, Y} : X \ast Y \rightarrow X \) that are parametric in \( X \) and \( Y \). For example,

\[
(\pi_1)_{X, Y} = (\pi_1) : \mathcal{Q}_X \times \mathcal{Q}_Y \rightarrow \mathcal{Q}_X, \quad \tau_1 : \mathcal{T}_X \rightarrow \mathcal{T}_X \ast \mathcal{T}_Y
\]

where \( \pi_1(a) = a \land \mathcal{Q}_y \).

*Terminal object*

The terminal object in \( \text{RTM} \), representing the “empty store,” is \( 1 = (1, \mathcal{T}_*) \), where \( \mathcal{T}_* = \{ \mathcal{Q}_y, \mathcal{T}_* \} \). The unique morphism \( !_X : X \rightarrow 1 \) is \( !_X = (\{ \mathcal{Q}_X, \pi_X \} \) where \( \pi_X \) sends \( \mathcal{Q}_y \) to \( \mathcal{T}_* \) and \( \mathcal{T}_* \) to \( \mathcal{T}_* \). These morphisms are parametric in \( X \), i.e., if \( R : X \leftrightarrow X' \), then \( !_X \sim [R \rightarrow I_1] \rightarrow !' \).

The terminal object is the unit for both forms of products: \( A \otimes 1 \cong A \) and \( A \ast 1 \cong A \).

**VI. Semantics**

As noted in Section III, the semantics of the programming language is given in the functor category \( \text{W}^{\text{op}} \rightarrow \text{CPO} \) where \( \text{W} \) is a category of worlds. We now choose \( \text{W} = \text{RTM} \), the category of Reynolds transformation monoids. However, note that \( \text{RTM}^{\text{op}} \) and \( \text{CPO} \) are parametricity graphs of categories and the category we need is that of \( \text{PG-functors} \) between them. We first mention the technical issues underlying the functor category and then move on the interpreting the programming language.

*Functor category*

The reflexive graph \( \text{CPO} \) consists of directed-complete partial orders as objects, continuous functions as morphisms, and directed-complete relations as edges. It is a parametricity graph. The weakest pre-relation \( f, f' \mid R \) is the pre-image \( \{ (x, x') \mid f(x) \sim [R] \rightarrow f'(x') \} \) which is easily seen to be a directed-complete relation. Note that the “graph” of a morphism \( f : A \rightarrow A' \) (in the formal sense) is \( [f, i_{A}, A'] I_{A'} \), which is nothing but the graph of the continuous function \( f \).

The reflexive graph \( \text{CPO} \) consists of pointed cpo’s (cpo’s with least elements) as objects, strict continuous functions as morphisms and complete relations that relate least elements as edges. (A “complete” relation is a directed-complete relation that also relates the least elements.) It is also a parametricity graph.

We will be interested in \( \text{PG-functors} \) \( F : \text{RTM}^{\text{op}} \rightarrow \text{CPO} \) that factor through the embedding \( J : \text{CPO} \rightarrow \text{CPO} \). That means that \( F(X) \) is a pointed cpo for each rtm \( X \) and \( F(f) \) is a strict continuous function for each morphism \( f \) of rtm’s and \( F(R) \) is a pointed complete relation for each relation \( R \) of rtm’s. Such functors form a category \( \mathcal{C}(\text{RTM}) \) with parametric transformations as morphisms.

**Theorem 5** If \( \mathcal{C} \) is an op-parametricity graph, let \( \mathcal{C}(\mathcal{C}) \) denote the category of \( \mathcal{PG-functors} \) \( \mathcal{C}^{\text{op}} \rightarrow \mathcal{CPO} \) that factor through the embedding \( J : \mathcal{CPO} \rightarrow \mathcal{CPO} \). Then \( \mathcal{C}(\mathcal{C}) \) is cartesian closed.

Products are given pointwise: \( (F \times G)(X) = F(X) \times G(X) \) and \( (F \times G)(R) = F(R) \times G(R) \). Exponents are given as in presheaf categories: \( (F \Rightarrow G)(X) = \forall_{h : Z \times X} F(Z) \rightarrow G(Z) \), where \( \forall \) denotes the “parametric limit” (in \( \text{CPO} \)) indexed by morphisms \( h \) leading to \( X \) [10]. Explicitly, the parametric limit consists of families of the form \( \{ t_h : F(Z) \rightarrow G(Z) \}_{h : Z \times X} \) that are parametric in the sense that \( h \sim [S \rightarrow I_X] \quad h' \Rightarrow t_h \sim [F(S) \rightarrow G(S)] \) \( t_{h'} \). Since \( F \) and \( G \) are \( \text{PG-functors} \), such families are automatically natural [10]. It can be verified that it is a pointed cpo under the component-wise ordering. The relation \( \forall_{h : Z \rightarrow X} [F(S) \rightarrow G(S)] \) relates two families \( \{ t_h : h : Z \times X \rightarrow S \} \) iff, for all relations \( S : Z \rightarrow Z' \) and all \( h, h' \) of appropriate types:

\[
h \sim [S \rightarrow R] \quad h' \Rightarrow t_h \sim [F(S) \rightarrow G(S)] \) \( t_{h'} \)

The category \( \mathcal{C}(\mathcal{C}) \) also has a parametricity graph structure, a fact used in interpreting polymorphic Algol-like languages [11]. However, we will not need this extension for the present purposes.

**Interpretation of types**

All types of IA+ can be interpreted in \( \mathcal{C}(\text{RTM}) \). The interpretation is shown in Fig. 2. To avoid excessive bracketing, we use names like \( \text{COMM} \) etc. for semantic functors, instead of the usual notation of semantic brackets (\( [\text{comm}] \) etc.) For brevity, we omit the val[\( \delta \)] types and record types, which can be handled in a straightforward manner. Note that variables are interpreted as objects with get and put methods as described in Sec. III, except that we are now representing it as a pair of methods instead of a record of methods. The product and exponential constructions are from Theorem 5. The interpretation of classes \( (\text{CLS} \ F) \) involves a hidden world for the data representation (an rtm) along with an initial state in that world and an implementation of the method suite in the world. Recall that we are only treating “constant classes” with no free identifiers. Such a class does not depend on the non-local store, and therefore \( (\text{CLS} \ F)(R) \) is the identity relation.

The notation \( \exists Z_T(Z) \) stands for the “parametric colimit,” which is a quotient of \( \prod_T Z(Z) \) under the transitive closure.
of the similarity relation “∼”, which is defined by the rule:

\[ S : Z \leftrightarrow Z' \land a \left[ T(S) \right] a' \Rightarrow \langle Z, a \rangle \sim \langle Z', a' \rangle \]

The equivalence class of \( \langle Z, a \rangle \) under \( \sim \) is denoted by \( \{ Z, a \} \) and we call such an entity a “package.” The relation \( \exists_S T(S) \) relates two packages \( \{ Z, a \} \) and \( \{ Z', a' \} \) iff there exists a relation \( S : Z \rightarrow Z' \) such that \( a \left[ T(S) \right] a' \). These notions are discussed in detail in our prior work [30, 33].

To complete the definition, we need to specify the action of the functors on morphisms and show that they constitute PG-functors. The action on morphisms can be uniquely reconstructed from the action on edges because, if \( F \) is a PG-functor, then \( F((f)) = \langle F(f) \rangle \), i.e., \( F((f)) \) is the graph of a strict-continuous function. There is evidently at most one such function. We exhibit these functions for the functors involved in the interpretation of IA+:

- \( \text{COMM}(f) = \tau_f \), which is strict and continuous by definition.
- \( \text{Exp}_\delta(f) = [\phi_f \rightarrow \text{id}_{\{\delta\}}] \) sends an expression valuation \( e \in \text{Exp}_\delta(X) \) to \( e \circ \phi_f \in \text{Exp}_\delta(Y) \), which is evidently strict and continuous.
- \( (F \times G)(f) = F(f) \times G(f) \), which preserves strictness and continuity.
- \( (F \Rightarrow G)(f) : X' \rightarrow X \) sends a family \( \{ t_h : \{ F(Z) \rightarrow G(Z) \} \}_{h : Z \rightarrow X} \) to the corresponding family \( \{ t_{h'; f} : \{ h' : Z \rightarrow X' \} \}_{h' : Z \rightarrow X'} \), which is evidently strict and continuous.
- \( \text{CLS } F(f) : X' \rightarrow X \) is just the identity morphism \( \text{id}_{\text{CLS } F(X)} \).

Using these functor actions, we can upgrade any value \( d \) of type \( \theta \) at world \( X \) to a future world \( Y \). When the morphism \( f : Y \rightarrow X \) is clear from the context, we often use the shorthand notation \( d|_X^Y \triangleq [\theta](f)(d) \) to denote such upgrading.

**Interpretation of terms**

The meaning of a term \( M \) with typing:

\[ x_1 : \theta_1, \ldots, x_n : \theta_n \vdash M : \theta \]

is a parametric transformation of type

\[ [M] : ([\prod_{i} \theta_i]) \rightarrow [\theta] \]

This means that, for each world (rtm) \( X \), \( [M]_X \) is a continuous function of type \( ([\prod_{i} \theta_i])(X) \rightarrow [\theta](X) \) such that all relations are preserved, i.e., for any relation \( R : X \leftrightarrow X' \), we have \( [M]_X \left( ([\prod_{i} \theta_i])(R) \right) \rightarrow [\theta](R) \) \( [M]_{X'} \). To the extent that IA+ is a simply typed lambda calculus, this is standard [10, 24]. We show the basic constructs:

\[ [x]_X(u) = u(x) \]

\[ [AX : \theta, M]_X(u) = \]

\[ h : Z \rightarrow X. \lambda d : [\theta](Z). [M]_Z(u_x^Z[x \mapsto d]) \]

\[ [MN]_X(u) = [M]_X(u)[id_X : X \rightarrow X([N]_X(u)) \]

The parameter \( u \) may be thought of as an “environment” that provides values for the free identifiers, specifically in the given world \( X \). The meaning of a lambda abstraction of type \( \theta \rightarrow \theta' \) is in \( ([\theta] \Rightarrow [\theta'])(X) \), which consists of families of the form \( \{ t_h \}_{h : Z \rightarrow X} \). Here, we are using notation “\( \Lambda h : Z \rightarrow X \) borrowed from the polymorphic lambda calculus to express the \( h \) parameter. Note that the body of the abstraction is interpreted in the future world \( X \) and the environment \( u \) is upgraded to this world. Parametricity in \( Z \) is crucial for capturing the fact that \( [M]_Z \) does not directly access any information of the future world.

In the interpretation of function application terms, we are again using the polymorphic lambda calculus notation to pass in the \( h \) parameter, viz., \( \text{id}_X : X \rightarrow X \).

The interpretation of class definitions is given by:

\[ \text{class} : \theta \text{ local } C \ x \text{ init } A \text{ meth } M \] \( X(u) = \)

\[ \{ Z, ([A]_Z(u_0))^*(z_0), [M]_Z(u_0) \} \]

where \( \{ Z, z_0, m \} = [C]_X(u) \)

\[ u_0 = \{ x \mapsto m \} \]

This says that the package for the class \( C \) is opened and a new package for the class term is created using it. We are depending on the fact that the class definition is a closed term. So, the only free identifier in \( A \) and \( M \) is \( x \).

The interpretation of the \textbf{new} construct for creating class instances is:

\[ \text{new } C \ o. P \] \( X(u) = \)

\[(\lambda s, [s, z_0]_L) \cdot [P]_X(Z(u) \mapsto x^Z \cdot Z(o \mapsto m^Z \cdot Z)) \cdot (\lambda(s, z). s) \]

where \( \{ Z, z_0, m \} = [C]_X(u) \)
equal : \text{EXP}_{\delta} \times \text{EXP}_{\delta} \rightarrow \text{EXP}_{\text{Bool}}
\text{cond}^E : \text{EXP}_{\text{Bool}} \times \text{EXP}_{\delta} \times \text{EXP}_{\delta} \rightarrow \text{EXP}_{\delta}
\text{skip} : 1 \rightarrow \text{COMM}
\text{seq} : \text{COMM} \times \text{COMM} \rightarrow \text{COMM}
\text{deref} : \text{VAR}_{\delta} \rightarrow \text{EXP}_{\delta}
\text{assign} : \text{VAR}_{\delta} \times \text{EXP}_{\delta} \rightarrow \text{COMM}
\text{Var}[\delta] : 1 \rightarrow \text{CLS VAR}_{\delta}
\text{newvar} : (\text{VAR}_{\delta} \Rightarrow \text{COMM}) \rightarrow \text{COMM}

\text{equal}(e_1, e_2) = \lambda s. (\lambda(d_1, d_2), d_1 = d_2)^* [e_1(s), e_2(s)]_\bot
\text{cond}^E_X(e, e_1, e_2) = \lambda s. (\lambda v. v \rightarrow e_1(s); e_2(s))^*(e(s))
\text{skip}_X(*) = \text{null}_X
\text{seq}_X(a, b) = a \cdot b
\text{deref}_X(e, a, b) = \text{read}_X \lambda s. (\lambda v. v \rightarrow a; b)^*(e(s))
\text{assign}_X((d, a), e) = \text{read}_X \lambda s. a^*(e(s))
\text{Var}[\delta]_X(*) = V[init_\delta, \text{mkvar}]$

\text{where } V = ([\delta], T([\delta])) \quad \text{mkvar} = (\lambda n. n, \lambda k. \lambda n. k)
\text{newvar}_X(p) = (\lambda s. (s, init_\delta)) \cdot p[\pi_1(\text{mkvar} \cdot Y^s) \cdot (\lambda(s, n), s)]$

The interpretation extends the current world $X$ to $X * Z$, where $Z$ is a store for the internal state of the class, and executes the body of the \textbf{new} operator ($P$) in the extended store. This execution is bracketed with an allocation and deallocation of the class instance, so that the overall command is still in the world $X$.

The interpretations of the primitives (constants) of IA+ is shown in Fig. 3. (Recall that the notation $f^*$ extends a function $f : A \rightarrow B$ to the type $A \rightarrow B_\bot$.)

The primitive $\text{Var}[\delta]$ requires some explanation. Variables are treated in Idealized Algol as “objects” with methods for reading and writing their values (of types $\text{EXP}_{\delta}$ and $[\delta] \rightarrow \text{COMM}$ respectively). We use the shorthand $\text{VAR}_{\delta} = \text{EXP}_{\delta} \times ([\delta] \rightarrow \text{COMM})$ for the type of variables. In the world $V = ([\delta], T([\delta]))$, we can define a value $\text{mkvar}$ that uses the states of the world $V$ to construct the two methods. The constant $\text{init}_\delta$ represents some global value that is presumed to be used as the initial value for variables of type $\delta$.

To give additional insight, we also show a primitive called newvar, which has the effect of \textbf{new} $\text{Var}[\delta]$. Given any world $X$, we have the expanded world $X * V$ with projections $\pi_1 : X * V \rightarrow X$ and $\pi_2 : X * V \rightarrow V$ and $\text{mkvar} \cdot Y^s = \text{VAR}_{\delta} \cdot (\pi_2)(\text{mkvar}) \in \text{VAR}_{\delta}(X * V)$. This variable object is provided as the argument to $p$. The remaining steps of newvar $X$ are the allocation and the deallocation of the local variable.

Lemma 6 All the combinators of Idealized Algol are parametric transformations.

Theorem 7 The meaning of every IA+ term $x_1 : \theta_1, \ldots, x_n : \theta$ is a parametric transformation of type $\Pi_{\theta}([\theta]_\bot \rightarrow [\theta]_\bot)$. This completes the semantic definition of IA+. Example equivalences

Meyer and Sieber [18] popularized the idea of demonstrating the efficacy of semantic models by proving test equivalences. All the equivalences discussed in their paper hold in our model. The first example below was left open by them. It can be proved using the state-based parametricity model in [24] as well as the event-based model [19, 28]. We use it here for illustrative purposes.

Example 8 We can define two classes for counter objects as follows:

\begin{align*}
\text{counter}_1 &= \text{class : exp[\text{int}] \times \text{comm}} \\
\text{local Var[\text{int}]} x; \\
\text{init} x := 0; \\
\text{meth} (\text{deref} x, x := x + 1)
\end{align*}

\begin{align*}
\text{counter}_2 &= \text{class : exp[\text{int}] \times \text{comm}} \\
\text{local Var[\text{int}]} x; \\
\text{init} x := 0; \\
\text{meth} (-(\text{deref} x), x := x - 1)
\end{align*}

Their meanings should be semantic values of type:

\begin{align*}
\exists Z (Q_Z) &\rightarrow (\text{EXP}_{\text{Int}} \times \text{COMM})(Z)
\end{align*}

The meaning of the class $\text{counter}_1$ is as follows:

- The store $Z_1$ for the object is given by\(^7\)

\begin{align*}
Q_{Z_1} &= \text{Int} \\
T_{Z_1} &= \text{read-closure of } \{ \text{inc} \} \cup \{ \text{inc}(k) \mid k \geq 0 \} \\
&\text{where } \text{inc}(k) = \lambda n. n + k
\end{align*}

Note that $T_{Z_1}$ is a monoid with the unit element $\text{inc}(0)$.

- The initial value is 0.

- The method suite in $(\text{EXP}_{\text{Int}} \times \text{COMM})(Z_1)$ is the pair:

\begin{align*}
\text{meth}_1 &= (((\lambda n. n), \text{inc}(1))
\end{align*}

The meaning of the class $\text{counter}_2$ is similar:

\(^7\)Since the class is defined using a variable object, the semantic definition states the meaning in terms of the world $V$ for the internal state of the counter, which includes the full transformation monoid $([\delta], T([\delta]))$. However, the meaning of the class is an abstract “package,” unique up to behavioral equivalence. So, we can cut down the transformation component of the world to just those transformations directly used in the class via behavioral equivalence.
The store $Z_2$ for the object is given by

$$Q_{Z_2} = \text{Int}$$
$$T_{Z_2} = \text{read-closure of } \{ \perp \} \cup \{ \text{dec}(k) \mid k \geq 0 \}$$

where $\text{dec}(k) = \lambda n \cdot n - k$

- The initial value is 0.
- The method suite in $(\text{Exp}_{\text{Int}} \times \text{Comm})(Z_2)$ is the pair:
  
  $\text{meth}_2 = ((\lambda n. -n), \text{dec}(1))$

To demonstrate that the two classes are equal in the parametric colimit, we can exhibit a relation $R : Z_1 \leftrightarrow Z_2$ that is preserved by the initialization and the method suite. The relation is $S : Z_1 \leftrightarrow Z_2$, given by:

$$S_Q = \{ (n, -n) \mid n \geq 0 \}$$
$$S_T = \{ (\perp, \perp) \} \cup \{ (\text{inc}(k), \text{dec}(k)) \mid k \geq 0 \}$$

The preservation properties to be verified are:

$$0 \left[ (S_Q)_\perp \right] 0$$
$$\text{meth}_1 \left[ (\text{Exp}_{\text{Int}} \times \text{Comm})(S) \right] \text{meth}_2$$

It is easy to verify these once we note that $(\text{Exp}_{\text{Int}} \times \text{Comm})(S) = S_Q \rightarrow \Delta_{\text{Int}} \times S_T$.

**Example 9 (Pitts and Stark “awkward” example)**

Consider the following classes:

$$C_1 = \text{class} \colon \text{comm} \rightarrow \text{comm}$$

- local $\text{Var[Int]}$ $x$;
- $\text{init} x := 0$;
- $\text{meth} \lambda c. x := 1; c; \text{test}(x = 1)$

$$C_2 = \text{class} \colon \text{comm} \rightarrow \text{comm}$$

- local $\text{Var[Int]}$ $x$;
- $\text{init} x := 0$;
- $\text{meth} \lambda c. c$

where $\text{test}(b) = \text{if } b \text{ then skip else diverge}$.

A relation $S$ between the internal states of the classes $C_1$ and $C_2$ has two components, a relation $S_Q$ between their state sets and a relation $S_T$ between their state transformations. The transformation component $S_T$ relates the transformations null and put(1) of $C_1$ to the null transformation of $C_2$. Since the $c$ arguments to the methods are assumed to be related by $S_T$, we can conclude that the call to $c$ in $C_1$ executes some combination of null and put(1) actions, with the result that $x$ is 1 after the call.

We show the detailed proof. The meanings of the classes should have semantic values of type:

$$\exists \perp ((Q_{Z_2})_\perp \times \forall_{g : \text{Y} \rightarrow \text{Z}} \text{Comm(Y)} \rightarrow \text{Comm(Y)})$$

The meaning of the class $C_1$ is as follows:

- $Q_{Z_1} = \text{Int}$
- $T_{Z_1} = \text{read-closure of } \{ \perp, \text{null}_{\text{Z}_2}, \text{put}(1) \}$
- $\text{init}_1 = 0$
- $\text{meth}_1 = \lambda g : \text{Y} \rightarrow \text{Z}_1, \lambda c : \text{Comm(Y)}$
  
  $\text{put}(1)^{\uparrow \text{Z}_1} \cdot c \cdot \text{check}(1)^{\uparrow \text{Z}_1}$

where $\text{put}(k) = \lambda n \cdot k$ and $\text{check}(k) = \text{read } \lambda n \cdot n = k \rightarrow \text{null}$.

The meaning of the class $C_2$ is similar:

- $Q_{Z_2} = \text{Int}$
- $T_{Z_2} = \text{read-closure of } \{ \perp, \text{null}_{\text{Z}_2} \}$
- $\text{init}_2 = 0$
- $\text{meth}_2 = \lambda g : \text{Y} \rightarrow \text{Z}_2, \lambda c : \text{Comm(Y)} \cdot c$

To demonstrate that the two classes are equal, we exhibit a relation $S : Z_1 \leftrightarrow Z_2$ given by:

$$S_Q = \{ (n, 0) \mid n \geq 0 \}$$
$$S_T = \{ (\perp, \perp), (\text{null}_{\text{Z}_1}, \text{null}_{\text{Z}_2}), (\text{put}(1), \text{null}_{\text{Z}_2}) \}$$

The preservation properties to be verified are:

$$\text{init}_1 \left[ (S_Q)_\perp \right] \text{init}_2$$
$$\text{meth}_1 \left[ (\text{Comm} \Rightarrow \text{Comm})(S) \right] \text{meth}_2$$

Note that $(\text{Comm} \Rightarrow \text{Comm}) S = \forall_{R \rightarrow S} \text{Comm}(R) \rightarrow \text{Comm}(R) = \forall_{R \rightarrow S} R_T \rightarrow R_T$. So, the relationship to be proved between the two method suites is:

$$\forall_{g_1} : Y_1 \rightarrow Z_1, \forall_{g_2} : Y_2 \rightarrow Z_2, g_1 [R \rightarrow S] g_2$$
$$\forall_{c_1, c_2} : c_1 [R_T] c_2$$

such that $\text{meth}_1[g_1](c_1) [R_T] \text{meth}_2[g_2](c_2)$

Since $\text{put}(1)^{\uparrow \text{Z}_1} \text{null}_{\text{Z}_1}$, we have $\text{put}(1)^{\uparrow \text{Y}_1} [R_T] \text{null}_{\text{Z}_2}^{\uparrow \text{Y}_2}$. Since $c_1 [R_T] c_2$ by assumption, the state in $Z_1$ (the value of $x$) is 1, as argued above. Therefore check(1) has the effect of null$_1$. Hence, we have the required property.

**Example 10 (Dreyer, Neis and Birkedal)**

Consider the following classes:

$$C_1 = \text{class} \colon \text{comm} \rightarrow \text{comm}$$

- local $\text{Var[Int]}$ $x$;
- $\text{init} x := 0$;
- $\text{meth} \lambda c. c$

where $\text{test}(b) = \text{if } b \text{ then skip else diverge}$.

This example is similar to the “awkward” example, except that we have two calls to $c$ in the method of $C_1$, interspersed by different assignments to $x$. The differences from the above example are as follows:

$$T_{Z_1} = \text{read-closure of } \{ \perp, \text{null}_{\text{Z}_1}, \text{put}(0), \text{put}(1) \}$$
$$\text{meth}_1 = \lambda g : \text{Y} \rightarrow \text{Z}_1, \lambda c : \text{Comm(Y)}$$

$\text{put}(0)^{\uparrow \text{Z}_1} \cdot c \cdot \text{put}(1)^{\uparrow \text{Z}_1} \cdot \text{check}(1)^{\uparrow \text{Z}_1}$

$$T_{Z_2} = \text{read-closure of } \{ \perp, \text{null}_{\text{Z}_2} \}$$
$$\text{meth}_2 = \lambda g : \text{Y} \rightarrow \text{Z}_2, \lambda c : \text{Comm(Y)} \cdot c \cdot c$$

$S_T = \{ (\perp, \perp), (\text{null}_{\text{Z}_1}, \text{null}_{\text{Z}_2}), (\text{put}(1), \text{null}_{\text{Z}_2}) \}$

It is worth noting that the relation $S_T : T_{Z_1} \leftrightarrow T_{Z_2}$ is the same as that in the awkward example.
We verify the simulation property

\[ \text{meth}_1 \left[ \left( \text{COMM} \Rightarrow \text{COMM} \right)(S) \right] \text{meth}_2 \]

as in the previous example, which involves the condition:

\[
\forall g_1 : Y_1 \to Z_1, \forall g_2 : Y_2 \to Z_2, g_1 \left[ R \to S \right] g_2 \implies \\
\forall c_1, c_2, c_1 \left[ R_T \right] \left[ c_2 \right] \implies \\
\text{meth}_1 [g_1] (c_1) \left[ R_T \right] \text{meth}_2 [g_2] (c_2)
\]

We first argue that \( \text{meth}_1 [g_1] (c_1) \) and \( \text{meth}_2 [g_2] (c_2) \) are related by \( R_Q \to R_Q \). Starting from related initial states \( n \) and \( 0 \), the first action in \( \text{meth}_1 \) is put(0), which changes the local state to 0. Calling \( c \) has the effect of either null\( Z_i \) or put(1) on \( x \). So, \( x \) is either 0 or 1, both of which are related to 0 by \( R_Q \). The next action put(1) overrides the previous effect and changes the local state to 1. The second call to \( c \) again has the effect of either null\( Z_i \) or put(1), with the result that the local state continues to be 1 and so, check(1) succeeds. Thus, the overall effect of \( \text{meth}_1 \) is to set the local state to 1, i.e., a put(1) action, and two calls to \( c \) for the effects on the non-local state. This is related to \( c \cdot c \) in \( \text{meth}_2 \) by the \( R_T \) relation.

Dreyer et al. [7] characterize actions as put(0) in \( \text{meth}_1 \) as “private transitions” because they are not visible at the end of method calls. Note that no special treatment is needed in the semantics to capture such private transitions. Essentially, the private transitions are handled by \( R_Q \), the state components of the rtm-relations, whereas the public transitions are handled by \( R_T \), the transformation components of the relations.

Even though all our examples contain a single instance variable of \( \text{Var}[\delta] \) class, we should point out that the semantic methods are not restricted to such cases. See [33] for examples with more intricate instance variable structures where similar methods are applied.

VII. CONCLUSION

We have outlined a new denotational semantic model for class-based Algol-like languages, which combines the advantages of the existing models. Similar to the state-based models, it is able to represent the effect of operations as state transformations. At the same time, it also represents stores as rudimentary form of objects, whose state changes are treated from the outside in a modular fashion. Further, this modeling allows one to prove observational equivalences of programs that were not possible in the previous models. This work complements that of Ahmed, Dreyer and colleagues [3, 7] who use an operational approach to develop similar reasoning principles.

In principle, this work could have been done any time after 1983, because Reynolds used a similar framework for his semantics in [35] and formulated relational parametricity in [37]. We can only speculate why it wasn’t done. The alternative model invented by Oles [26] was considered equivalent to the Reynolds’s model and it appeared to be simpler as well as more general. However, sharp differences between the two models become visible as soon as relational parametricity is considered. This fact was perhaps not appreciated in the intervening years.

In terms of further work to be carried out, we have not addressed the issues of dynamic storage (pointers) but we expect that the prior work in parametricity semantics [34] will be applicable. We have not considered higher-order store, i.e., storing procedures in variables. This problem is known to be hard in the framework of functor category models and it may take some time to get resolved. More exciting work awaits to be done in applying these ideas to study program reasoning, including Specification Logic [36, 39], Separation Logic, Rely-guarantee and Deny-guarantee reasoning techniques [6, 42].
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Proof of Lemma 3

If \( a \in T_X \) and \( a' \subseteq a \), there is a function \( p' : Q_X \to T_X \) given by \( p' = \lambda x. (a'(x)) = \bot \to a; \bot \). It is easy to see that \( a' = \text{read}_X(p') \).

Assume \( a \in \mathbb{R}[b, (a', b')] \subseteq (a, b) \) and \( a' \in \mathbb{R}[Q_X \to T_X] \). The last of these means that, for all \( x, y \) such that \( x \in \mathbb{R}[Q_X \to T_X] \), we have \((a'(x)) = \bot \land (b'(y)) = \bot \lor (a'(x)) \neq \bot \land (b'(y)) \neq \bot \).

In other words, \( a'(x) = \bot \iff b'(y) = \bot \). Given the assumptions, we can construct \( p' : Q_X \to T_X \) and \( q' : Q_Y \to T_Y \) as above, giving \( a' = \text{read}_X(p') \) and \( b' = \text{read}_Y(q') \). If \( x \in \mathbb{R}[Q_X \to T_X] \) then \( a'(x) = \bot \iff b'(y) = \bot \), which implies \( p'(x) \in \mathbb{R}[b, (a', b')] \). Hence, \( p' \in \mathbb{R}[Q_X \to T_X] \) and \( a' \in \mathbb{R}[b, (a', b')] \).

Proof of Lemma 6

We showed the cases. For the assignment operation, let \((d, a) \in \text{VAR}_S(R)) \in (a', d') \) and \( e \in \mathbb{R}[S \to T] \). Then

\[
(\lambda s. a^*(e(s))) \in \mathbb{R}[Q_X \to T_X] \quad (\lambda s'. a'^*(e'(s'))) \in \mathbb{R}[Q_Y \to T_Y]
\]

\[
(\text{read}_X \lambda s. a^*(e(s))) \in \mathbb{R}[T_X] \quad (\text{read}_Y \lambda s'. a'^*(e'(s'))) \in \mathbb{R}[T_Y]
\]

The second step follows from the fact that the relations are compatible with the diagonal operation.

Consider the newvar combinator. Let \( R : X \leftrightarrow X' \) be a relation of \( \text{rm}'s \) and assume \( p \in \text{VAR}_S(R) \). Then

1. The relation \( \text{VAR} \Rightarrow \text{COM}(R) \) is \( \forall S \in T \text{VAR}(S) \Rightarrow \text{COM}(S) \).

2. In the particular case used in the combinator, \( S \) is instantiated to \( R \times I_V : X \times V \leftrightarrow X' \times V \). So, we obtain \( p[(\pi_1 X, V), (\pi_1 X', V)] \).

3. We argue that \( \text{mkvar}_Y^{X'} \) and \( \text{mkvar}_Y^{X'} \) are related by \( \text{VAR}_S(R \times I_V) \). Firstly, \( (\lambda s. n), n \) and \( (\lambda s', n'), n' \) are related by \( \mathbb{R}[S \times T] \), i.e., \( R \times I_V \Rightarrow \Delta[6, \Delta[6, \Delta[6, \Delta[6]]]] \).

4. The relation \( \text{COM}(R \times I_V) \) is \( R_T \times (I_V)_T \) where \( (I_V)_T = \text{VAR} \Rightarrow (T)_T \). Hence, the instances \( t \) and \( t' \) are related by \( \mathbb{R}[S \times T] \).

5. In particular, the above statements hold for \( n = 0 \).

The case of \( \text{cond}^C \) illustrates how expression evaluations are embedded in commands. Again, let \( R : X \leftrightarrow X' \) be a relation of \( \text{rm}'s \) and assume \( e \in \text{VAR}^S[R] \). Then \( a \in \text{COM} \). Then

\[
\text{cond}^C(e', a', b) \in \text{COM}(R \times I_V)
\]

\[
\text{cond}^C(e', a', b) \in \text{COM}(R \times I_V)
\]

The case of \( \text{cond}^C \) illustrates how expression evaluations are embedded in commands. Again, let \( R : X \leftrightarrow X' \) be a relation of \( \text{rm}'s \) and assume \( e \in \text{VAR}^S[R] \).

\[
\lambda s. (\lambda k. k \neq 0 \to a; b)(e(s)) \quad \lambda s'. (\lambda k'. k' \neq 0 \to a; b)'(e'(s'))
\]

The case of \( \text{cond}^C \) illustrates how expression evaluations are embedded in commands. Again, let \( R : X \leftrightarrow X' \) be a relation of \( \text{rm}'s \) and assume \( e \in \text{VAR}^S[R] \).

\[
\lambda s. (\lambda k. k \neq 0 \to a; b)(e(s)) \quad \lambda s'. (\lambda k'. k' \neq 0 \to a; b)'(e'(s'))
\]