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Background

Joint 1deas/problems from several disciplines:
* Neuroscience

 Pattern Recognition
e Sensor Fusion
e Multiple Classfier Systems



Learning Paradigms

Supervised Unsupervised

. Requirelabels(nolearningif ¢ Noactual labels are required.
no correct responseis offered) © Processlarge data efficiently.

« Explicit labeling: tedious, costly '+ A much harder problem

and sometimes impossible. « Canbeinefficient in some
e Biologicaly not plausible. applications that require external
« Do not take advantage of guidance.

natural grouping presentinthe * Constraints to succeed in

data. classification

Alternative L earning Models:
*Reinforcement Learning.
Partial Supervised Models.
«Self-Supervised Models.
*Models using Cross-Modal Information.
*Fuzzy Teacher-Based Learning Model
*Fuzzy Teacher Based Model for and Ensemble of Neural Networks.



Fuzzy Labels and Fuzzy Teaching Signals

More realistic:

— To mode overlapping or ill-defined clusters
— To accommodate uncertainty of the teacher
— To deal with linguistic features

Hard vrs Fuzzy Labds.

— Hard Label: i, = (0,0,...,_.1 ,0,...)

et
— Fuzzy Label: [ = (Ml,ﬂg,...i&,ﬂj+1,...)
How Fuzzy Labels can be obtained?
— No class information - Partia classinformation

— Classinformation available
Objective of Learning with Fuzzy Labels.

Validity: misclassifications - average certainty
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Fuzzy Teacher-Based Learning Model (FTLB)

Objective Function:

c

K
Y= &'HZ zZr||[x™ — “i.‘='1||2 +CESZ(O:1‘ — tj)z

=1

-

i=1

-

_ T ~ T
Unsupervised Supervised

Confidence-Based Learning:

as = az(B1 + v562)
B1 = logxK + > t;l09st,
J

B = 14 o,logze,)/(logs K)
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The FT'BL Families

az(B1 + [v|B2) >0 (FTBL+)
Qs — a3z +=0 (FTBLO)
az(B81 — |v|[B2) <O (FITBL-)

Learning Rules: Calculate Aw;;, = —??15%_3 Avy =
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Fuzzy Teacher-Based for an Ensemble of NN
(EFTLB)

Fuse Net Outputs + Generate Teaching Signal
(01,02, 0., 0p) (t)

01 t 0> ' l t 0p

feature feature
vector vector Xy Xp
X1 X2

Object x




Fuzzy Teacher-Based for an Ensemble of NN
(EFTLB)

| dea:

— QObject is observed by different nets processing different features.
— A pattern is better classified in one module than the other.
— Net being able to classify a pattern better is more certain

— Each net learns using the output of the other net -> is only affected
by the confident decisions (FTBL learning)

Net Architecture

Main | ssues.
— Feature selection to modules  —Prototype initialization
— Initialization of output layer — Learning (FTBL)

Validity: Judge the combined decision
Remark: Training is performed with few |abels



Example with atwo Network Model
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Data Set

e Data Set and Features:

— Subset of 10,000 handwritten digits (1000 samples per
class)

— Digits are normalized in height and width
— Digits represented through a 16x16 gray scale matrix
— Input to modules: upper and lower half of the digit
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Experiments

Fuzzy teachers:
— Teachers provided to the upper module:

ot1 (more miss.tlesscer.) «t2 (more miss.+morecer.) e t3(actua labels)
— Teacher provided to the lower module:

ot1 (lessmiss.+lesscer.) e« t2 (less miss.+more cer.) o t3(actual labels)

Learning: Using different versions of FTBL models.

Testing: Evaluate classification rate of Upper, Lower and combined
net on training and test data sets.

Comparison to other methods:
— DeSa s self-supervissd modd —Kohonen' s supervised OLVQ



Comments on the FTBL

e Learning with aHard Teacher:
— Better results when supervised part is emphasized
— Combined model avoids misclassifications done by either modules
— FTBL modelsyield close results when supervised part is
emphasized.
e Learning with a Fuzzy Teacher

— Type of the teacher influences how much is learned (improvement)
— Unsupervised part of the objective can be given larger values

— Combined decision of lower and upper module improves results

— ChOOSGa FTLB+ <« a FTLBO <« a FTLB-



Results on Training Data

Upper L ower Combined

CTLB(t1) 87.0% (3.5%) 86.6% (9.5%) 89.3% (1.3%)

FTLB(t2) 86.5% (3.0%) 90.0% (13.0%) 91.2% (6.2%)
FTLB(t3) 99.2% (15.7%) 99.2% (22.2%) 100% (15.0%)
DeSa  80.0% (-5%) 84.5% (6%)

OLVQ  94.0% (9.0%) 85.5% (7.0%)



Results on Test Data

Upper L ower Combined

CTLB(t1) 83.7% (1.7%) 84.7% (4.7%) 87.8% (4.8%)

FTLB(t2) 83.7% (1.7%) 86.5% (6.5%) 89.5% (6.5%)
FTLB(t3) 94.3% (12.3%) 93.7% (13.7%) 98.5% (15.5%)
DeSa  78.0% (-7%) 82.5% (4.0%)
OLVQ 88.5% (3.5%) 87.5% (9.0%)



Summary of Results

« FTBL models produce better classification rate than known self-
supervised (DeSa’'s) model on both training and test data.

« Learningisinfluenced by the type of the teacher. (confidence+miss)

e Combined decision of module always improves results:
— Mistakes not correlated  — correct classification -> more certain

e Combined model on the trained without the actual labels:
— close results to the supervised OLVQ on training data.
— better results than the supervised OLVQ on test data.

« FTBL models provide much better results when trained with the actual
|abel s than the OLV Q model on both training and test data.

The FTBL models are more efficient for training when either
fuzzy or hard |abels are available.



Current Work

Experimenting with the multiple network paradigm.

Studying different strategies of feature selection as input to
modules.

Testing effect of different output combination strategies
Investigating different classifier typesfor combination.

Testing the ensemble learning model using real cross
modal data, generated from sensors, such as audio-visual
signals and others.



