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Abstract. One of the main factors affecting the effectiveness of ECOC
methods for classification is the dependence among the errors of the
computed codeword bits. We present an extensive experimental work
for evaluating the dependence among output errors of the decomposi-
tion unit of ECOC learning machines. In particular, we compare the de-
pendence between ECOC Multi Layer Perceptrons (ECOC monolithic),
made up by a single MLP, and ECOC ensembles made up by a set of
independent and parallel dichotomizers (ECOC PND), using measures
based on mutual information. In this way we can analyze the relations
between performances, design and dependence among output errors in
ECOC learning machines. Results quantitatively show that the depen-
dence among computed codeword bits is significantly smaller for ECOC
PND, pointing out that ensembles of independent dichotomizers are bet-
ter suited for implementing ECOC classification methods.

1 Introduction

Error Correcting Output Coding (ECOC) [4] is a two-stage Output Coding (OC)
decomposition method [10,8] that has been successfully applied to several classi-
fication problem [2,5]. In its first stage it decomposes a multiclass classification
problem in a set of two-class subproblems, and in a second stage recomposes the
original problem combining them to achieve the class label.

ECOC methods present several open problems such us the tradeoff between
error recovering capabilities and learnability of the dichotomies induced by the
decomposition scheme [1]. A connected problem is the analysis of the relation
between codeword length and performances [5], while the selection of optimal
dichotomic learning machines and the design of optimal codes for a given mul-
ticlass problem are other open questions subject to active research [3].

Another problem tackled by different works [7,6] is the relation between per-
formances of ECOC and dependence among output errors. In the framework of
coding theory Peterson [12] has shown that the error recovering capabilities of
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ECOC codes hold if there is a low dependence among codeword bits. In particu-
lar, in a previous work [8] we qualitatively identify the dependence among output
errors as one of the factors affecting the effectiveness of ECOC decomposition
methods. In that work we outlined that we would expect an higher dependence
among codeword bits in monolithic Error Correcting Output Coding [4,8] (ECOC
monolithic for short) compared with ECOC Parallel Non linear Dichotomizers
(PND) [8] (ECOC PND for short) learning machines, considering that ECOC
monolithic share the same hidden layer of a single MLP, while PND dichotomiz-
ers, implemented by a separate MLP for each codeword bit, have their own layer
of hidden units, specialized for a specific dichotomic task.

The aim of this work is to quantitatively test if the dependence among output
errors between ECOC monolithic and ECOC PND is significantly different. In
particular, we perform an extensive experimentation for comparing the depen-
dence among output errors of the decomposition unit of ECOC monolithic and
ECOC PND using measures based on mutual information [9], in order to eval-
uate if a low dependence among output errors is related to better classification
performances.

The paper is structured as follows. In the next section we summarize the
main characteristics of the measures based on mutual information we propose
for evaluating the dependence among output errors in learning machines. Sect. 3
presents the experimental setup, the results and the discussion about the quan-
titative comparison of dependence among output errors between ECOC mono-
lithic and ECOC PND learning machines. The conclusions summarize the main
results and the incoming developments of this work.

2 Mutual Information Based Measures of Dependence
among Output Errors

In this section we present a brief overview of the mutual information based mea-
sures for evaluating the dependence among output errors in learning machines.
A more detailed discussion can be found in [9].

The main idea behind the evaluation of dependence among output errors of
learning machines through mutual information based measures consists in inter-
preting the dependence among the outputs as the common information shared
among them. Mutual information takes into account the marginal and joint prob-
ability distributions of the output errors, measuring in a sense the information
shared among them. Using standard statistical measures such as the covariance
or the coefficient of correlation we estimate only the linear relation between out-
put errors. Conversely, a suitable measure of dependence must evaluate directly
the probability distribution of the output errors in order to properly evaluate
the stochastic independence between random variables. Mutual information, be-
ing a special case of the Kullback-Leibler divergence between two distributions,
measures the matching between the joint density distribution and the product
of the marginal density distribution of the output errors. If we a have a complete
matching, the mutual information is 0 and the output errors are independent,
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otherwise higher is the value of the mutual information between output errors,
higher will be the dependence between them.

The first measure based on mutual information we define is the mutual in-
formation error IE :

IE(e1, . . . , el) =
b∑

j1=1

. . .
b∑

jl=1

p(e1j1 , . . . , eljl
) log

(
p(e1j1 , . . . , eljl

)
p(e1j1) . . . p(eljl

)

)
(1)

where p(e1j1 , . . . , eljl
) is the discrete joint probability distribution among all the l

output errors and p(eiji
) is the discrete probability distribution of the ith output

error, with i ∈ {1, . . . , l} and with the ji ∈ {1, . . . , b} corresponding to the
discretization of the output errors in b intervals. The mutual information error
(eq. 1) expresses the dependence among all output errors of a learning machine.
If it is equal to 0 then the distributions of the output errors are statistically
independent. It expresses also how are similar the probability distribution of the
output errors.

Considering the outputs of a learning machine correct if their errors are below
a certain threshold, i.e if ∀i, ei < δ, δ > 0, we define the mutual information
specific error ISE :

ISE(e1, . . . , el) =
∑
J

p(e1j1 , . . . , eljl
) log

(
p(e1j1 , . . . , eljl

)
p(e1j1) . . . p(eljl

)

)
(2)

where
J =

{
[j1, . . . jl]|∃(jv, jw)|(jv 6= 1) ∧ (jw 6= 1)

}
with v, w ∈ {1 . . . l}. This measure takes into account the output errors only
when two or more errors spring from the output, disregarding all cases with no
errors or with only one error. For evaluating the dependence among specific pairs
of output errors, we introduce the pairwise mutual information error matrix R
composed by the elements IE(ei, ej) = [Rij ] and the pairwise mutual information
specific error matrix S, composed by the elements ISE(ei, ej) = [Sij ]. We then
define also two other global indices: the pairwise mutual information error matrix
index ΦR:

ΦR =
l∑

i=1

l∑
j=1

IE(ei, ej) (3)

and the pairwise mutual information specific error matrix index ΦS :

ΦS =
l∑

i=1

l∑
j=1

ISE(ei, ej) (4)

These indices measure the sum of the the mutual information error and the
mutual information specific error between all the output pairs of the learning
machines, and in this sense can be regarded as global measures of dependence
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Table 1. Main features of the data sets.

Data set Number of Number of Number of Number of
attributes classes training samples testing samples

d5 3 5 30000 30000
glass 9 6 214 10-fold cross-val
letter 16 26 16000 4000
optdigits 64 10 3823 1797

between output errors. Note that these indices (Eq. 3 and 4) are not equivalent
to the corresponding Eq. 1 and 2 of the mutual information among all output
errors: Eq. 3 and 4 consider only the mutual information between pairs of output
errors, while Eq. 1 and 2 consider the overall mutual information among all
output errors.

These mutual information related quantities can be used to compare the
dependence of the output errors among different learning machines on the same
learning problem, using, of course, the same data sets.

3 Experimental Results

In this section we present a quantitative comparison of the dependence among
output errors of the decomposition unit of ECOC monolithic and ECOC
PND learning machines, and we analyze the relations between performances,
design and dependence among output errors. For this purpose we experimentally
compare the mutual information error IE , the mutual information specific error
ISE and the pairwise indices ΦR and ΦR (Sect. 2) of the ECOC monolithic and
PND learning machines using different data sets.

3.1 Experimental Setup

We have used four different data sets: the first one, d5 1 is generated by NEU-
RObjects [13], a set of C++ library classes for neural networks development, and
the other three, glass, letter and optdigits are from the UCI machine learning
repository of Irvine [11]. The synthetic data set d5 is made up by five three-
dimensional classes, each composed by two normal distributed disjoint clusters
of data. The main characteristics of the data sets are shown in Tab. 1.
In order to perform training and testing of the considered learning machines, we
have applied multiple runs of different random initializations of weights using a
single pair of training and testing data sets and k-fold cross validation methods.
The results are summarized in Tab.2: errors on the test set are expressed as
percent rates, and for each data set the minimum (min), average (mean), and
standard deviation (stdev) of the error is given. We have used, both for training
1 d5 is on line available at ftp://ftp.disi.unige.it/person/ValentiniG/Data.
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the learning machines and for evaluating the dependence among the output
errors the software library NEURObjects [13].

We have compared the dependence among output errors of ECOC monolithic
and ECOC PND learning machines varying the structure (number of hidden
units), the number of discretization intervals of the output errors, and the values
of δ (Sect. 2) that define the notion of ”correctness” of the outputs.

3.2 Results and Discussion

In this section we present the results of the comparison of IE and ISE among
all outputs, of the ΦR and ΦS pairwise indices and the comparison of R and S
matrices.

In Fig. 1 we compare IE and ISE among all output errors of the monolithic
and ECOC PND learning machines on the data sets d5 and glass. On the axes
are represented the computed IE (Fig. 1 a and b) and ISE (Fig. 1 c and d) values.
Each point corresponds to a different triplet number of hidden units, number of
intervals and values of δ. We point out that all points are above the dotted line,
showing that both IE (Fig. 1 a and b) and ISE (Fig. 1 c and d) are greater for
ECOC monolithic respect to ECOC PND, no matter the structure, the number
of intervals and the δ values used. Fig. 2 shows that on all the data sets about all
the points are above the dotted line, i.e. all the values of ΦR are greater for ECOC
monolithic compared with ECOC PND. Similar results hold also considering the
ΦS index. The examination of the pairwise mutual information error matrices
can provide us with information about the dependence of specific pairs of output
errors. The S and R matrices are represented as triangular matrices, without
the diagonal, because they are symmetric and the elements on the diagonal are
the entropy of output errors.

Comparing the mutual information matrices of ECOC monolithic and
PND learning machines, we find that about all the pairwise mutual information
errors are higher in ECOC monolithic: on the d5 data set no element of the R
matrix is higher for PND and only 1 of 21 is higher considering the S matrix;
on optdigits only 3 of 91 both for R and S matrices are higher, and no element
of the 435 composing the triangular matrices R and S is higher for PND on
letter data set.

Table 2. Performance of ECOC monolithic and ECOC PND ensemble on four data
sets (percent error rates).

ECOC monolithic ECOC PND ensemble
Data set min mean stdev min mean stdev
d5 13.27 18.31 6.44 11.91 12.34 0.74
glass 33.18 36.17 4.54 30.37 32.05 1.77
letter 4.95 6.55 1.91 3.05 3.24 0.24
optdigits 2.61 3.08 0.47 1.89 1.95 0.10



Dependence among Codeword Bits Errors in ECOC 163

Ed5 compared I

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7

E
C

O
C

 m
on

ol
ith

ic

ECOC PND ensemble

E

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7

E
C

O
C

 m
on

ol
ith

ic

Glass compared I

ECOC PND ensemble
(a) (b)

SE

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7

E
C

O
C

 m
on

ol
ith

ic

d5 compared I

ECOC PND ensemble

SE

0

1

2

3

4

5

6

7

0 1 2 3 4 5 6 7

Glass compared I

E
C

O
C

 m
on

ol
ith

ic

ECOC PND ensemble
(c) (d)

Fig. 1. Compared mutual information error IE and mutual information specific error
ISE among all outputs between ECOC monolithic and PND learning machines on d5
(a)(c) and glass (b)(d) data sets.
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Fig. 2. Compared mutual information error matrix indices ΦR between ECOC mono-
lithic and PND learning machines on d5 (a), glass (b), optdigits (c) and letter (d) data
sets.
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Fig. 3 shows the relations between error rates and mutual information based
measures IE and ISE considering the d5 data set. Both IE and ISE curves of
ECOC PND ensemble lie below the corresponding curves of ECOC monolithic
learning machines: These figures confirm that the dependence among output
errors is smaller for ECOC PND. It is worth noting that, as expected, IE and ISE

grow with error rates, but their values are mostly related to a specific learning
machine architecture.

We have seen that all the results relative to the mutual information error
IE and the mutual information specific error ISE among all the outputs on the
data sets d5 and glass show greater values for ECOC monolithic respect to ECOC
PND (Fig. 1). These results are confirmed by the evaluation of the mutual in-
formation error matrix indices ΦR and ΦS (Fig. 2), concerning also the optdigits
and letter data sets. The analysis of the pairwise mutual information matrices R
and S converges on showing that also about all the IE and ISE values between
each pair of output errors are greater for ECOC monolithic learning machines.
Moreover, applying the mutual information error t-test [9] for evaluating the
significance of the differences between the IE and ISE values of the two ECOC
learning machines, we have verified that in almost all the comparisons we have
registered a significant difference with a degree of confidence of 95%.

Consequently the experimental results on the selected data sets confirm that
ECOC Parallel Non linear Dichotomizers show a lower dependence among the
output errors of their decomposition unit compared with the output errors of
the corresponding ECOC monolithic multi layer perceptron.

4 Conclusions

In this paper, we have compared the dependence among output errors between
ECOC monolithic MLP and ECOC PND learning machines using measures
based on mutual information.

The measurements of the mutual information error IE , the mutual informa-
tion specific error ISE and the mutual information error matrix indices ΦR and
ΦS show that ECOC PND have a lower dependence among the output errors of
their decomposition unit compared with the output errors of the corresponding
ECOC monolithic MLP. Hence ECOC PND ensembles appear more suited to
exploit the error recovering capabilities of ECOC methods, whose effectiveness
depends on the independence among codeword bits errors [12,8].

The observed difference in the dependence among output errors is related to
the different design of the two learning machines and in particular to the design
of the decomposition unit. Our experimentation suggests that a low dependence
can be achieved implementing the decomposition unit through an ensemble of
parallel and independent dichotomizers, such as the dichotomic MLPs proposed
in our experimentation, or other suitable dichotomizers such as decision trees or
support vector machines.

An ongoing development of this work consists in quantitatively studying
how boosting methods can increase the diversity among the dichotomizers and
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Fig. 3. Relations error rates - mutual information error IE (a) and error rates - mutual
information specific error ISE (b) in ECOC monolithic and PND learning machines
on the d5 data set.
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the independence among output errors in ECOC learning machines, using the
proposed measures based on mutual information, and extending them to evaluate
the diversity between the base learners.
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