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Abstract

In previous work, we have proposed a constructive
methodology for temporal data learning supported by
results and prescriptions related to the Takens-Ma~n�e
theorem and using the Singular Spectrum Analysis in
order to reduce the e�ects of the possible discontinu-
ity of the signal. In this paper we present some new
results concerning the application of this approach to
the forecasting of the individual rainfall intensities se-
ries collected by 135 stations distributed in the Tiber
basin.

1 Introduction

Learning a mapping on the basis of a (possibly small)
data set of examples is an ill-posed inverse problem [4].
Concerning temporal time series learning, noise, ambi-
guity of the mapping, and discontinuity of the signal
a�ect the generalization performance of the learning
machines. A popular way to reduce ill-posedness in
temporal data learning consists in assuming an input
scale [3] suitable to alleviate the mapping ambiguity
problem. To this aim we should �nd the optimal di-
mension of the input vector and the time lag between
its elements.

After the setting of the mapping input vector and of
other design issues, the temporal data can be learned
by a machine. In particular, accurate learning of a con-
tinuous mapping is supported by the Universal Func-
tion Approximation property holding for some classes
of learning machines including, e.g., Multi Layer Per-
ceptrons, Radial Basis Functions Nets, and Fuzzy Basis
Functions Nets [2, 9, 14]. However, for small data set,
simple learning machines exhibit better generalization
capabilities [12].

In [10, 8], a constructive framework for the design
of time series learning machines has been proposed.
In particular, it has been suggested to apply results
and prescriptions related to the delay-embedding theo-
rem [11, 6] to the design of learning machines of contin-
uous mappings of temporal data. In [8, 7] a decompos-
itive ensemble method based on the Singular-Spectrum
Analysis (SSA) [13] has been applied in order to extend
the constructive approach to the learning of discontin-
uous and/or intermittent signals.

The proposed toolbox has been successfully applied to
the design of Multi Layer Perceptrons and Neuro-Fuzzy
systems for simulated non-linear and chaotic signal pre-
diction [10], system identi�cation [8], and daily rainfall
forecasting [7].
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The latter application concerns the learning of the data
set of the daily rainfall intensities series collected by 135
stations located in the Tiber river basin (see Fig. 1) in
the period 01/01/1958 - 12/31/1967.

Figure 1: Distribution of the 135 stations on the Tiber
river basin.

In [7], we obtained a Mean Square Error (MSE) of .95
mm of rain on the daily prediction of the series of the
Mean Station (MS), de�ned as the average of all 135
rainfall intensity series.

In this paper we extend this work to the daily rainfall
prediction of the individual stations. The preliminary
results give MSE of about 2 mm of rain for the daily
prediction of the individual stations.

The paper is structured as follows. In the next section
we summarize the main aspects of the constructive ap-
proach to temporal data learning. Sect. 3 presents the
experimental results obtained for the MS and for the
series of individual stations, while the section of con-
clusions summarizes the main results of this work.

2 Constructive Approach to Time Series

Learning

In [10, 8, 8, 7], we proposed a constructive approach
to shaping a supervised neural model of a non-linear
process can be based on the results and prescriptions
related to the Takens-Ma~n�e theorem [11, 6].

The input layer of the Multi Layer Perceptron (MLP)
predictor can be sized as the embedding dimension of
the dynamical system computed, e.g., using the Global
False Nearest Neighbors (FNN) method [1], while the
time lag of input can be selected as the �rst minimum
of the average mutual information of the signal [1].

As shown by Studer and Masulli [10], the estimation
for the time lag based on mutual information is not
supported from theory, and must be validated experi-
mentally. On the other hand, for limited data sets, the
best generalization can be obtained with learning ma-
chines of limited complexity [12], leading, sometime, to
select MLP with input layers smaller that the embed-
ding dimension of the dynamical system. Anyway, the
FNN technique gives a reasonable starting point for the
search of the optimal structure of the predictor.

Even if this constructive approach has been success-
fully applied to many cases [10, 8], it can not be di-
rectly applied to forecasting discontinuous or intermit-
tent signals, such as the rainfall signal that is the target
of this study, as the universal function approximation
theorems for neural networks [2] and fuzzy systems [14]
require the continuity of the function to be approxi-
mate.

In [7], we extended to the case of discontinuous or inter-
mittent signals, by implementing an ensemble method
based on the Singular-Spectrum Analysis (SSA) [13].

The cornerstone of SSA is the Karhunen-Lo�eve expan-
sion or Principal Component Analysis (PCA) that is
based on the eigenvalues problem of the lagged covari-
ance matrix. Concerning the application of SSA to
prediction, it is supported by the following argument:
Since the principal component (PC) are �ltered version
of the signal and typically band-limited, their behavior
is more regular than that of the raw series, and hence
more predictable.

In our approach [7], in order to reduce the computa-
tional costs, the raw series is decomposed in recon-
structed waves (RWs) corresponding to SSA subspaces
equivalent to similar explained variance and we predict
them using Multi-Layer Perceptrons combined with in-
dependent evaluation of time lag using the �rst mini-
mum of mutual information and embedding dimension
using False Nearest Neighbors method [1]. The predic-
tion of the original series can be recovered as the sum
of those of all the individual series components.
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3 Application to Rainfall Forecasting

3.1 Data Set

We applied the constructive forecasting method to the
daily rainfall intensities series collected by 135 sta-
tions located in the Tiber river basin in the period
01/01/1958 - 12/31/1967.

3.2 Learning the Mean Station

3.2.1 Data Processing. The data analysis started
by considering the series of the Mean Station (MS), de-
�ned as the average of all 135 rainfall intensity series.
Fig. 2 illustrates a window on the period 07/01/66 -
12/30/66 that enlightens the discontinuity and inter-
mittence of the MS signal.
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Figure 2: Mean Station: Daily rain millimeters. Period
07/01/66 - 12/30/66

A preliminary work concerned the design of a MLP pre-
dictor of raw MS data using the constructive approach.
The �rst minimum of the MS's averagemutual informa-
tion gives an estimation of the time lag as T = 7. This
time lag has been used for the computation of Global
False Nearest Neighbors, obtaining an estimated em-
bedding dimension dE= 6 [1]. The prediction results
obtained in this way were very poor, due to the discon-
tinuity of the signal.

Then, in order to reduce the e�ects of the discontinu-
ities, we applied the SSA to the �rst 3000 samples of
the MS series. We shall consider in the following the
results obtained with an SSA using a window length
M = 182 days.

Using the method illustrated in Sect. 2, from the orig-
inal MS series we obtain 10 waves (RW1, ..., RW10)
reconstructed from 10 disjoint sub-spaces, each of them
representing a 10% of the explained variance (see
Tab. 1).

Table 1: Reconstructed waves (RWs) from disjoint SSA
subspaces (each of them explaining 10% of the
variance) and corresponding reconstructed com-
ponents (RCs). The SSA is performed using a
window of 182 days.

RW RCs


1 1-4


2 5-11


3 12-19


4 20-28


5 29-39


6 40-52


7 53-70


8 71-93


9 94-126


10 127-182

The best results for each RW have been obtained using
as inputs windows of 5 consecutive elements and two
hidden layers with dimensions shown in Tab. 2.

As each wave contains 3652 daily samples, in our case
for each wave we obtained a data set of 3646 associative
couples, each of them consisting of a window of 5 con-
secutive elements, as input, and the next day rainfall
intensity, as output.

Each MLP was trained using the �rst 2000 associa-
tive couples (training sets) and error back-propagation
algorithm with momentum and batch presentation of
samples. The following 1000 associative couples (vali-
dation sets) were used in order to implement an early
stopping of the training procedures. The remaining 646
were used for measuring the quality of the forecasting
of the reconstructed waves (test sets).

3.2.2 Results and Discussion. Using a window of
182 days for the SSA, the best prediction results were
obtained using MLPs with �ve inputs and two hidden
layers. Details on the size of hidden layers and on the
prediction results are given in Tab. 2. The sum of the
predictions of the 10 waves at 1 day ahead is very sat-
isfactory, as the resulting MS prediction on the test
set has a Mean Square Error (MSE) of only .95 mm
of rain. We report also that the Maximum Absolute
Error is 6.47 mm (see Fig. 3). Note that the predicted
signal is clamped to zero.
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Table 2: Size of the hidden layers (L1 and L2), Mean
Square Error (MSE) and MaximumAbsolute Er-
ror (MAE) on the test set for each reconstructed
wave (RW). The Size of MLPs Input Layer is 5.

RW L1 L2 MSE MAE


1 6 4 .02 .05


2 8 5 .03 .12


3 6 4 .04 .15


4 8 4 .04 .11


5 8 5 .06 .14


6 8 4 .15 .40


7 4 4 .15 .38


8 6 4 .64 1.92


9 3 4 .75 2.40


10 3 4 .29 .90

3.3 Learning the Individual Stations

3.3.1 Data Processing. We explored the following
alternative approaches to the design of a predictor for
an individual station:

Approach A: Design of a single neural predictor for
each station, sizing of its input layer using the
measurement of the average mutual information
and the method of Global False Nearest Neigh-
bors.

Approach B: Implementing the unsupervised decom-
positive ensemble method based on SSA for each
station, following the same approach previously
presented for the MS.

Approach C: Decomposing the series of a station us-
ing the SSA already performed on the MS, calcu-
lating the RCs, aggregating the RCs in 10 RWs
following Tab. 1, and then training one MLP for
each RW. The prediction of the station's series
will be the sum of the predictions of the 10 RWs.

Approach D: Decomposing the series of a station us-
ing the SSA already performed on the MS, cal-
culating the RCs, aggregating the RCs in 10 RW
following Tab. 1. The prediction of the station's
series will be the sum of the predictions of the
10 RWs obtained using the MLPs trained for the
MS.

Note that the Approaches B, C, and D are ensemble
methods based on the SSA decomposition of the signal,
with di�erent avors.

3100 3150 3200 3250 3300
−3

−2

−1

0

1

2

3

time (days)

E
rr

or
 (

m
m

)

0 10 20 30 40
0

5

10

15

20

25

30

35

40

45

predicted (mm)

m
ea

su
re

d 
(m

m
)

Figure 3: Mean Station: 1 day ahead forecasting. Errors
in the period 07/01/66 - 12/30/66 and scatter
plot on the complete test set (MLPs with 5 in-
puts).

3.3.2 Results and Discussion. We show here the
preliminary results obtained for the two stations more
correlated to the MS, i.e., Rieti (code 3257) and
Arrome-Terni (code 3233), and for the two stations less
correlated to MS, i.e. Scritto-Perugia (code 3126) and
San Lorenzo Nuovo-Viterbo (code 3070) (see Tab. 3).

Like for the MS station, the Approach A is unable to
give useful results for any individual station.

The Approach B, while is the most computationally
expensive, at the same time leads to poor results, that
we could ascribe to ill-conditioning in the SSA due to
the signi�cant presence of noise in the series of an in-
dividual station.

The Approaches C and D give similar good results.
The obtained MSEs were about 2 mm of rain for all
the stations we have considered, as shown in Tab. 3.
In Fig. 4 we present the absolute errors and the scatter
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Figure 4: Errors in the period 07/01/1966 - 12/30/1966 (left) and scatter plots (right) on the test set using ensembles of
10 MLPs with 5 inputs.
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Table 3: Correlation to MS (Corr), Mean Square Error
on the test set obtained using the Approach C
(MSE-C) and the Approach D (MSE-D) for the
2 stations more correlated to MS and for the two
stations less correlated to MS.

Rank Station Corr MSE-C MSE-D

1 3257 .82 2.40 1.93

2 3233 .81 1.72 1.49

134 3126 .53 2.31 1.56

135 3070 .45 4.51 2.35

plots on the test set for the stations 3070, 3126, 3233,
and 3257. All those results have been obtained follow-
ing the Approach D, with the exception of station 3257
that is the less correlated with MS.

4 Conclusions

In order to design a predictor for rainfall forecasting
in the Tiber basin we applied a constructive method-
ology proposed in [7, 8, 10] that leads to the design
of eÆcient predictors even for complex signals, such as
discontinuous or intermittent signals.

The approach followed by us to design the rainfall fore-
caster is an ensemble method that combines an unsu-
pervised and a supervised step:

Unsupervised decomposition: The original signal is de-
composed in reconstructed waves (RWs), using
the Singular Spectrum Analysis.

Supervised learning: For each RW we design and train
a MLP predictor using suggestions from dynam-
ical systems theory.

In the operational phase the prediction of the original
signal is obtained as the sum of the predictions of in-
dividual RWs.

The daily rainfall predictions of MS are very satisfac-
tory, with a Mean Square Error equal to .95 mm of
rain. Good results have been also obtained for the in-
dividual stations, where the Mean Square Errors are
about 2 mm of rain.
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